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Abstract

In long-term safety analyses for final repositories for hazardous wastes in deep geological

formations the impact to the biosphere due to potential release of hazardous materials is

assessed for relevant scenarios. The model for migration of wastes from repositories to

men is divided into three almost independent parts: the near field, the geosphere, and

the biosphere.

With the development of r3t the feasibility to model the pollutant transport through the geo-

spere for porous or equivalent porous media in large, three-dimensional, and complex

regions is established. Furthermore one has at present the ability to consider all relevant

retention and interaction effects which are important for long-term safety analyses. These

are equilibrium sorption, kinetically controlled sorption, diffusion into immobile pore wa-

ters, and precipitation. The processes of complexing, colloidal transport and matrix diffu-

sion may be considered at least approximately by skilful choice of parameters. Speciation

is not part of the very recently developed computer code r3t.

With r3t it is possible to assess the potential dilution and the barrier impact of the over-

burden close to reality.

The underlying work of this report was funded by The Federal Ministry of Economics and

Labour under the identification number 02 E 9148 2 titled "Entwicklung eines Programms

zur dreidimensionalen Modellierung des Schadstofftransportes" from October 1, 1998

until December 31, 2003. The project was carried out by a team of scientists of GRS and

of four universities. The team includes members of the Institute of Hydromechanics and

Water Resources Management of the Swiss Federal Institute of Technology in Zurich,

Section Groundwater and Hydromechanics (Prof. Wolfgang Kinzelbach), of the Depart-

ment of Mathematics of the University of Freiburg, Applied Mathematics (Prof. Dietmar

Kröner), of the Department of Mathematics of the University of Duisburg-Essen, Numer-

ical Analysis and Scientific Computing (Prof. Martin Rumpf), and of the Interdisciplinary

Center of Scientific Computing of the University of Heidelberg, Technical Simulation

Group (Prof. Gabriel Wittum).
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1 Introduction

In long-term safety assessments for final repositories in deep geological formations the

hazards of environmental impacts of potential releases of pollutants are evaluated for rel-

evant scenarios. To describe the migration of pollutants from the repository to the bio-

sphere the system is usually divided into three areas: the near-field, the geosphere, and

the biosphere (cp. Fig. 1.1).

In Germany, the software package EMOS [ 128 ] is used for integral long term safety as-

sessments for entire repository systems. This software can be used to treat repository

systems both in deterministic and probabilistic ways. Within EMOS one can simulate the

release of pollutants by means of the near-field modules REPOS, LOPOS, and GRAPOS,

Fig. 1.1 Transport modelling through near field, geosphere, and biosphere

The code d3f is a new development to model density-driven flow [ 45 ].
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the migration of pollutants through the geosphere by using CHET, and TRAPIC, and the

exposure to pollutants by means of the biosphere modules EXCON, and EXMAS, respec-

tively.

In previous safety assessments the migration of pollutants through the geosphere was

generally simulated in a one-dimensional way. This is, among other things, caused by the

fact that up to now no computer code able to consider all relevant retention processes

simultaneously for large three-dimensional regions was available. For one-dimensional

transport models one has to calculate the migration pathway from the velocity field of a

three-dimensional flow model by using particle tracking algorithms. In previous safety

assessments migration along such representative one-dimensional pathways took into

account advection, diffusion, radioactive decay, longitudinal dispersion and the retention

by adsorption.

To simulate the above specified one-dimensional pollutant transport through the geo-

sphere the modules CHET (CHEmie und Transport) [ 90 ] and TRAPIC (TRAnsport of

Pollutants Influenced by Colloids) [ 95 ] are available. Because of the one-dimensional

modelling of the migration pathways dilution due to transverse dispersion could only be

considered approximately. Therefore, the concentration dependent sorption and precipi-

tation processes are in particular reproduced only insufficiently.

During the analysis of the Projekt Sicherheitsstudien Entsorgung (PSE) [ 114 ] the 3d

transport code SWIFT [ 3 ] was used to model of the pollutant transport through the over-

burden. To perform the transport simulations, a smaller modelling region was cut out of

the original flow model. Again the same transport effects were taken into account and the

retention was modelled by using the Kd-concept (Henry isotherm).

Existing three-dimensional transport codes are not applicable to model large regions and

advanced retention effects for radionuclides and toxic pollutants, respectively. The SWIFT

code is a finite difference code, and can be used for flow and transport simulations. How-

ever, due to the numerical algorithms which are not state of the art it is not possible to

model large and heterogeneous regions three-dimensionally.

One-dimensional transport codes will in future be used in safety assessments simply to

reduce CPU-times to acceptable values. However, for showing the validity of geometri-

cally simplified models detailed deterministic simulations will be used for more thorough
2



analyses. The aim of these deterministic simulations is to show that the restriction to one

dimension is sufficiently accurate and nearly close to reality. Therefore, performing 3d

simulations for large regions considering all relevant retention effects is necessary.

Furthermore it is important to deduce input parameters (like dilution, cross-section etc.)

for one-dimensional simulations from three-dimensional calculations.

It was the main objective of the project to develop a computer code that is able to model

transport of pollutants through porous and fractured-porous media for large and complex

regions and to process all available retention data, respectively. A deeper understanding

of the relevant retention processes on pollution transport is achievable with such a trans-

port code.
3



2 The Task

2.1 State of Science and Technology

The software package EMOS [ 128 ] is used to perform deterministic or probabilistic long-

term safety analyses. With EMOS the release of pollutants from the near field, the trans-

port of pollutants through the geosphere, and the resultant radiation exposure in the bio-

sphere can be assessed. To model the transport through the geosphere one-dimension-

ally, the modules CHET [ 90 ] and TRAPIC [ 95 ] are applied. Due to the one-dimensional

modelling the dilution of the pollution concentration can be taken into account only ap-

proximately. Thus, the concentration dependent processes like sorption and precipitation

are insufficiently reproduced.

For a three-dimensional modelling of pollution transport only the computer code SWIFT

[ 3 ] is available in GRS. Beside the well-known effects advection, diffusion, and disper-

sion only radioactive decay and sorption after Kd-concept can be considered. Due to the

special discretising methods used, modelling of hydrogeological features close to reality

is very restricted.

The geometrical decomposition of heterogeneities can only be achieved by use of un-

structured grids in context with effective solving algorithms for large systems of equations.

In the range of density-driven flow modelling new ground was broken with the develop-

ment of the computer code d3f (distributed density driven flow) [ 45 ]. For this code adap-

tive procedures, which locally refine or coarsen the grids according to the particular phys-

ical effects, and effective solving algorithms for linear and non-linear problems are

developed for parallel computer architectures.

In long term safety analyses of other countries [ 102 ] transport through the geosphere is

modelled predominantly one-dimensionally, too. Depending on the considered host rock

formations computer codes for porous [ 64 ] and fractured media [ 102 ], [ 122 ], [ 132 ],

[ 137 ] are applied. Every code takes into account advective and dispersive transport, lin-

ear equilibrium sorption, and radioactive decay even for decay chains. The codes used

for modelling fractured media are based on double porosity models. Additionally the proc-

ess of matrix diffusion is taken into consideration.
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A two-dimensional modelling of pollutant transport is carried out for the safety analyses

of the WIPP site [ 42 ]. Due to the much higher computing times in comparison with one-

dimensional modelling the probabilistic simulations are only performed for a single nu-

clide instead of the whole spectrum of nuclides. Starting from the results for the single

nuclide the release of the remaining nuclides were deduced.

In NAGRA a computer code to be used for long term safety analyses is developed which

exceeds the one-dimensional modelling of transport. The computer code [ 123 ] can ex-

plicitly handle the transport within a network of intersecting fractures.

Within the safety analysis Kristallin I [ 102 ] the enhanced code RANCHMDNL was used

to model sorption of cesium after Freundlich isotherm. Many experimental measurements

show that beside cesium many other elements have a concentration dependent sorption

[ 105 ].

2.2 Overall Objective

The overall objective of the project was the development of a computer code to simulate

pollutant transport which has to meet the following demands:

- simulation of three-dimensional transport through porous or equivalently porous

media,

- treatment of spacious and heterogeneous areas,

- consideration of advection, diffusion, and dispersion and interaction processes which

are relevant to long-term safety analysis,

- applicability for radionuclide migration as well as for chemotoxical pollutants.

Due to the demands defined above it will be possible to assess close to reality the dilution

potential and the barrier effects caused by the interaction, respectively. But it was not

planned to couple the new developed transport code with speciation models.

The pollutant transport through the geosphere is influenced by various impacts. Beside

mechanisms which lead to retention, some effects accelerate the transport. For that rea-

son in a more general sense they are called interactions.
6



Often single processes are not independent but coupled. Transport of pollutants is often

governed by other matters, which are migrating, too. These matters are natural (e.g. hu-

mic material) or artificial substances (e.g. EDTA). Their presence influence retention and

precipitation of the pollutants. In the following they are called complexing agents. Their

impact on the transport of pollutants is thus considered by a dependency of parameters

like solubility limits, sorption parameters, etc. on the concentration of these complexing

agents. Thereby these parameters explicitly become space and time dependent. In ad-

dition, for radionuclides the decay is considered within decay chains. Hence transport

simulations of various radionuclides cannot be independently performed, since isotopes

affect each other.

In Tab. 2.1 the individual interaction processes which affect the pollutants transport are

given together with their consideration in r3t. They are will be explained in more detail in

the following.

In the geosphere pollutants are transported by groundwater flow. Transport mechanisms

are advection, diffusion, and dispersion. The underlying three-dimensional flow field can

be stationary or transient and is derived from a simulation with d3f [ 45 ].

Tab. 2.1 Processes and their consideration in r3t

processes consideration

equilibrium sorption yes

kinetically controlled sorption yes

diffusion into immobile porewater yes

precipitation yes

complexation yes

colloidal transport simplified

matrix diffusion simplified

speciation no
7



2.2.1 Equilibrium Sorption

In general sorption is the agglomeration of pollutants at the surface of the rock matrix.

This process of sorption is reversible. In a closed system equilibrium is reached after a

sufficient time, then adsorption and desorption rates become equal. For equilibrium sorp-

tion one assumes that the time to reach equilibrium is negligibly small in comparison with

the time scale of flow. Thus one expects instantaneous achievement of equilibrium. For

equilibrium sorption both the well-known Kd-concept and isotherms after Langmuir und

Freundlich [ 90 ] are realised as options in r3t. The retention of special elements like ura-

nium and cesium can better be described with non-linear sorption models.

2.2.2 Kinetically Controlled Sorption

If the time to reach equilibrium is not negligible in comparison with the time scale of flow,

one has to incorporate the temporal development of sorption processes or equilibrium

restoration. This is the case if

- sorption is irreversible or

- sorption and desorption coefficients are different or

- sorption processes are slower than time scale of flow.

Approximately this can be described by a basic modelling approach with kinetics of first

order. That means change of concentration with time is assumed to be proportional to

concentration difference.

2.2.3 Diffusion into Immobile Pore Water

Generally, the flow through porous or equivalent-porous media does not involve the total

pore space. The part of immobile pore water is only accessible for pollutants by diffusion.

Therefore the exchange of pollutants between mobile and immobile pore water has to be

considered. The modelling of the pollutants exchange is arranged by use of the linear

approach after Coats and Smith [ 25 ]. Formally such a modelling approach corresponds

to reaction kinetics of first order.
8



2.2.4 Precipitation

In the pore water of an aquifer only a limited amount of pollutants can be dissolved. These

amounts are limited by pollutant-specific solubility limits. If these limits are locally exceed-

ed, pollutants will precipitate immediately. This goes on until the solubility limit is attained

again. The precipitated pollutants form a solid phase and do not participate any longer in

transport processes. If in contrast due to other processes (such as dilution or change of

solubility limits due to a modified chemical environment) the concentrations fall below sol-

ubility limits the precipitates will be dissolved either until solubility limits are attained or

are entirely dissolved. In case of radioactive pollutants the solubility limits are element

specific. The concentration of an element is the sum of the concentration of all isotopes

of the particular element.

2.2.5 Complexation

In aqueous solutions ions of pollutants can undergo bindings with other constituents of

the solution. This process is called complexation. Complexes can exist as additional mo-

bile species, which cause a significant enhancement of solubility or for a decrease of the

sorption coefficient of the pollutant. Example for complexing agents are hydroxyl ions,

EDTA, citrate, carbonate, and humic substances. Their impact will be modelled by con-

sideration of a functional correlation between concentration of complexing agent and

sorption coefficient and solubility limit, respectively.

In order to consider the impact of complexing agents transport of complexing agents is

modelled, too. Since the concentration of the complexing agents are space and time de-

pendent, sorption and solubility parameters itself become space and time dependent.

2.2.6 Colloidal Transport

Colloids are particles with diameters between10-7 and 10-9 m which are transported by

groundwater flow. They consist of conglomerations of 103 to 109 atoms. According to that

colloids sometimes behave like molecules. However, they are large enough to show fea-

tures of discrete particles with a particular surface. That means with respect to their trans-

port pollutants are sorbed onto colloids and are transported afterwards by flow.
9



For a simplified modelling of colloid-borne pollutant transport one starts with equilibrium

condition of pollutants which are either dissolved, bound onto colloids, or sorbed onto the

rock matrix. This causes a reduction of sorption in the presence of colloids. Hence the

influence of colloids can be considered analogous to the impact of complexing agents,

i.e. the impact of colloids can be modelled by a functional correlation between sorption

coefficient and colloid concentration.

Moreover, in the special transport code TRAPIC [ 95 ] it is possible to model kinetically

controlled, non-linear sorption processes as well as irreversible sorption onto colloids.

Furthermore the filtration of colloids, i.e. the interaction between colloids and rock matrix,

is considered. The two-dimensional model TRAPIC is applied for special analyses of col-

loid-borne pollutant transport. Because of the complexity such a model cannot be trans-

ferred to three-dimensional situations in a simple way. For that reason only the described

simplified approach is included in r3t.

2.2.7 Matrix Diffusion

Beside the dominant pathways in fractured systems the porous, water-saturated and rel-

atively impermeable rock matrix exists. Pollutants are able to enter those areas by diffu-

sion. Adsorption of pollutants onto the inner surface of the rock can lead to a considerable

retardation of the migration of pollutants.

In simplified models to assess the retardation of migration due to matrix diffusion with

adjacent adsorption one assumes that the rock matrix is only accessible by diffusion and

only up to a certain penetration depth. With the assumption that the concentration equi-

librium between mobile and immobile regions exists the effect of retardation can be con-

sidered with of effective retention parameters [ 74 ].

2.2.8 Speciation

Dissolved pollutants can exist as different species, e.g. hydrated ions or various complex-

es. Speciation codes model the partitioning of the particular pollutant into the individual

species. This partitioning depends on various influencing factors like temperature, Eh-pH
10



value, ionic strength, and concentration of complexing agents. Typically for geochemical

analysis speciation codes like EQ3/6 [ 143 ], [ 144 ], PHREEQE [ 112 ], and MINEQL

[ 120 ] are used.

Coupled codes consisting of transport and speciation codes are applied until now for spe-

cial studies like column experiments and locally limited model areas. Within the frame-

work of long term safety analyses this coupling of transport and speciation codes does

not seem presently to be helpful. The main part of computing time is used during geo-

chemical simulations and the required data base is incomplete. For this reasons r3t does

not allow for any coupling between transport and speciation.

2.3 Scientific Objectives

With the availability of r3t the possibility to model three-dimensional transport of pollut-

ants through large and heterogeneous areas will be established. Thereby every interac-

tion relevant for long-term safety assessment besides advection, diffusion, and disper-

sion will be considered. The computer code is not restricted to the simulation of

radionuclide migration and can also be applied to transport simulations for chemotoxical

pollutants, too. Therewith the following progress will be achieved:

- deeper understanding of the impacts of relevant interaction effects,

- more realistic description of the impacts of heterogeneities in large areas,

- realistic assessment of the dilution potential and the barrier properties of the over-

burden.

Due to the requirements defined above not only improvements in the field of long-term

safety assessment but also in the range of numerics and software engineering are

achieved.
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4 Conceptual Model and Mathematical Description

The transport of radioactive or chemical pollutants through porous or equivalent-porous

media is described by time-dependent partial differential equations. In addition to trans-

port processes these equations characterise first-order reactions, for instance radioactive

decay, chemical and biological degradation and kinetically controlled sorption. By the de-

scription of these reactions the appropriate differential equations are in general non-lin-

early coupled. As well as kinetically controlled sorption equilibrium sorption can be ap-

plied. In both cases one can use isotherms after Henry, Langmuir, and Freundlich,

respectively. Additional options are immobile pore waters after Coats-Smith and element

specific solubility limits. It is assumed that the distribution in the various phases (solved,

adsorbed and precipitated) will not be affected by the radioactive decay and degradation

processes, respectively. That means no additional coupling between the phases exist.

Notations are described in chapter 11.

4.1 Density Driven Flow and Pollutant Transport

The transport modelling of radionuclides (pollutants) shall be valid for both potential flow

and density driven flow. Density driven flow is described by the following equations, the

flow equation and the equation for the transport of salt [ 45 ]:

( 4.1 )

( 4.2 )

Similar the transport of pollutants with neglected impact on fluid density is described by:

( 4.3 )
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Here [kg m-3 s-1] are the sinks and the sources of the ith pollutant, i.e. the direct in-

and outflow, and in case of radioactive decay the decay and the buildup of the mother

nuclides.

Accepting precipitation and sorption one ends up with

. ( 4.4 )

If the source or sink terms are given with dimension [mol m-3 s-1] it has the form

. ( 4.5 )

With the aid of the flow equation ( 4.1 ) the transport equation ( 4.2 ) can be converted.

( 4.6 )

In order to combine equations ( 4.5 ) and ( 4.6 ) they have to have the same units. Since

it is intended to use results from the EMOS code [ 128 ], the unit mol m-3 is chosen. Di-

viding by the molecular weigth and by appropriate expansion with equation ( 4.6 )

can be converted to:
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. ( 4.7 )

With , , , and  one gets

. ( 4.8 )

Finally, taking into account the immobile part of pollutants the coupled transport equa-

tions for N radionuclides (pollutants) read:

. ( 4.9 )
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4.2 Diffusion and Dispersion

D denotes the tensor of diffusion and dispersion. In general it is composed of the element-

specific molecular diffusion coefficient and the dispersion tensor. In analogy to d3f

Scheidegger's approach is used.

( 4.10 )

4.3 Equilibrium Sorption

Equilibrium sorption is expressed element-specifically with isotherms.

Henry ( 4.11 )

Langmuir ( 4.12 )

Freundlich ( 4.13 )

Relating to the isotherm after Freundlich attention should be paid to the fact that formally

the term has to be dimensionless. It is achieved by formally dividing

through the appropriate unit of concentration. But with the tacit understanding this will

never be expressed in the formulae.

With a appropriate all of the three isothermes can be expressed as follows:

( 4.14 )

Each of the parameters in equations ( 4.11 ) through ( 4.14 ) is element specific.

In the case of equilibrium sorption a so-called retardation factor Rf can be defined, as long

as flow conservation is not taken into account explicitly.
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( 4.15 )

4.4 Kinetically Controlled Sorption

In analogy to equilibrium sorption the following formulations for kinetically controlled sorp-

tion are used:

Henry:

( 4.16 )

Langmuir

( 4.17 )

Freundlich

( 4.18 )

It is assumed that radioactive decay does not affect the phases of the radionuclides

(solved, adsorbed and precipitated).

4.5 Precipitation

If the concentration of an element exceeds the element-specific solubility limit

the pollutant precipitates until the concentration of the element equals the element-

specific solubility limit. Accordingly the concentration of the precipitated pollutant ris-

es. But when the concentration of the element falls below the element-specific sol-

ubility limit , the pollutant dissolves.
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( 4.19 )

4.6 Immobile Pore Water

If pores filled with immobile water exist, pollutants possibly can enter in it and be ad-

sorbed. Instead of matrix diffusion which can be modelled by effective sorption parame-

ters the approach after Coats-Smith [ 25 ] has been used. It yields much better agreement

to experimental results, especially for the description of the tailing [ 34 ]. The approach

after Coats-Smith is described by the local concentration difference between mobile and

immobile pore space.

( 4.20 )

In that case the relationship between Gl
i and Gad

i is analogue to equations (4.11) to

(4.13). But for immobile pore water only equilibrium sorption after Henry without depend-

ence on complexing agents is assumed (cp. chapter 4.7). Modelling of precipitation and

immobile pore water is not allowed to be taken into account at the same time.
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4.7 Impact of Complexing Agents

There exist substances which affect sorption features and solubility limits if they are dis-

solved in ground water. They are called complexing agents. Only the Kd-coefficients and

solubility limits L are allowed to be modified by complexing agents.

( 4.21 )

( 4.22 )

where f(0) = g(0) = 1.

The functional dependency on the concentration of the complexing agents is limited to

simple functions, like step functions, power series, rational functions, exponentials, etc.

Here the concentrations C1, C2, ..., CM describe the concentration of M complexing

agents and not the concentrations of pollutants.

Agents can enter the modelled area on different ways:

- release from mine workings analogous to pollutants (cp. subchapter 4.11)

- release from a special source (cp. subchapter 4.11)

- as initial concentration distribution which is transported (cp. subchapter 4.9)

- as instantaneous, constant concentration distribution independent of time

4.8 Stochastic Modelling of Sorption

Beside the possibilities described above one has the possibility to model retention by

sorption stochastically. This can only be done for the mobile phase. In chapter 5 “Trans-

port in Heterogeneous Porous Media” this way of modelling is described in detail.
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4.9 Initial Conditions

To solve time dependent partial differential equations initial conditions have to

be specified. They are required for N pollutants and, if it is taken into account, for M com-

plexing agents (i = 1, ..., N+M). If kinetically controlled sorption or immobile pore water

regions are modelled, accordingly initial conditions and have to

be given. In order to avoid the prescription of N+M separate initial conditions, first of all

initial conditions are fixed which are valid for every pollutant and agent. Subsequently for

individual substances exceptions can be defined. The sequence of input is , and

. The declaration of and is necessary only on demand. It is assumed that in

the area of immobile pore water always equilibrium sorption is valid. In the case of pre-

cipitation it is assumed that the initial concentration of precipitated substances is always

zero.

4.10 Boundary Conditions

Boundary conditions have to be fixed for N pollutants (nuclides) and, if they are modelled

for M agents, too. In the case of kinetically controlled sorption or immobile pore water

modelling the boundary conditions are identical to those of dissolved pollutants. One has

to keep in mind that at every piece of boundary the type of boundary conditions has to

be equal for every substance. If no boundary conditions are given explicitly it is assumed

that the diffusive/dispersive flux vanishes (cp. chapter 4.10.2).

4.10.1 Dirichlet Boundary Condition

The concentration of pollutant i is given at the surface of the mod-

elled area.

 [mol m-3], ( 4.23 )

Cl
i

t t0=

Cad
i

t t0=
Gl

i

t t0=

Cl
i

Cad
i

Gl
i

Cad
i

Gl
i

Ci x t,( )
x Ã j∈ Ã j

Ci
l

x t,( )
x Ã j∈ Ci

D
x , t( )=
22



where  is constant or a function of space and/or time for pollutant i.

4.10.2 Flux Boundary Condition

The total flux of pollutant i over the boundary  is fixed by this boundary condition.

 [mol m-2 s-1], ( 4.24 )

where  is constant or a function of space and/or time for pollutant i.

4.10.3 Leaching Boundary Condition

This boundary condition fixes the total flux of pollutant i over the boundary to be pro-

portional to the difference of the actual concentration and some reference concentration

. This is the common formulation of leaching. Thereby the reference concentration

corresponds to the particular solubility limit of pollutant i. The constant is the so-called

leaching constant.

 [mol m-2 s-1] ( 4.25 )

4.10.4 Outflow Boundary Condition

For outflow boundary the diffusiv/dispersive flux across a boundary is fixed. In this case

various alternatives exist:
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4.10.4.1 Standard Outflow Boundary Condition

Standard-outflow boundary condition means the diffusiv/dispersive flux is set to zero,

while the pollutants are leaving the modelled area according to the actual concentration

and flow velocity.

 [mol m-2 s-1] ( 4.26 )

This is the usual outflow boundary condition. As long as no other boundary condition is

given this standard outflow condition is valid.

4.10.4.2 In- and Outflow Boundary Condition

( 4.27 )

For this boundary condition the flow simulation itself fixes the domains where different

flow situations are valid. At the inflow domain one assumes that the inflowing

fluid carries the concentration while at the outflow domain the diffusive/dis-

persive flux is set to zero. The various fluxes are known but not the exact locations of

turning points.

4.10.4.3 Transmission Boundary Condition

This transmissions boundary condition requires the total flux across the boundary to be

constant [ 69 ].

( 4.28 )
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Physically this boundary condition means that the internal advection-diffusion/dispersion

flux continues across the boundary. The flux boundary condition ( 4.24 ) stipulates that

the diffusive/dispersive flux vanishes across the boundary. Hence it is a special case of

equation ( 4.28 ).

4.11 Sources and Sinks

Since water inflow and outflow normally can be neglected sources and sinks are only de-

fined for pollutants. If these neglects are incorrect one has already to take into consider-

ation appropriate sources and/or sinks for water. This amount of water will modify the flow

field.

Sources and sinks can have various geometrical shapes. They can be:

- punctiform,

- linear,

• parallel to axes,

• arbitrarily oriented,

- quadrilateral (one axis ⊥ to area),

- shaped like a parallelepiped (axes ⊥ to lateral surface) or

- piece of boundary

• two-dimensional: linear,

• three-dimensional: plane.

The temporal characteristics are given by a rectangular distribution (cp. Fig. 4.1) or by the

explicit declaration of strength of source or sink at discrete times.Depending on the mod-

elled time TMod and the inflow time T either δ-shaped or constant sources can be mod-

elled.

T Mod T» ä - shaped

T Mod T= constant
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For sources the pollutants rate Q(t) [ mol s-1 ] is always given as

 [ mol s-1 ]. ( 4.29 )

If the source is located at the boundary it can be modelled as a boundary condition. In

that case the flux is given by

 [ mol s-1 m-2 ]. ( 4.30 )

Here F is the surface area which is attached to the boundary condition. Equation ( 4.30 )

is only exact for a homogeneous flow field.
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Fig. 4.1 Possible temporal distribution of pollutant inflow

T

Q t( ) n ñ f q
1

ñ f
------ Ci

l
D

1

ñ f
------ Ci

l∇–⋅ 
  fd

F Ã( )
∫=

hi
f lux

x t,( ) fd

F Ã( )
∫=

hi
f lux

x t,( )
Q t( )

F
------------≈
26



For every geometrical shape of sources and sinks first of all the patches are discriminated

which overlap with the sources and sinks. According to the overlaps which are expressed

as percentage the pollutants are distributed to the concerned patches. This shows that

the initial grid has to take into consideration the locations of sources and sinks. Otherwise

the dilution of the pollutants become will be overestimated.
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5 Transport in Heterogeneous Porous Media

Natural aquifers show a wide range of spatial variability in the underlying formation of ma-

terials and their physical and chemical properties. Usually, they can be modelled as het-

erogeneous porous media characterised by spatially fluctuating parameters. Physical

heterogeneity is commonly associated with the spatial variability in the hydraulic conduc-

tivity field. Chemical heterogeneity (as produced by non uniform distribution of reactive

materials) is associated with variable Freundlich constant or Freundlich

exponent .

The spatial variability in the physical and chemical properties can essentially affect the

overall mobility of contaminants in the subsurface. Especially, the typical flow, mixing and

reactive behaviour on very large length and time scales can strongly differ from the local,

small-scale model description.

In this chapter two questions will be answered: Can one find an effective transport equa-

tion describing the transport behaviour on the large scale, which incorporates the impact

of the small-scale variations in averaged transport parameters? What is the magnitude

of the averaged transport parameters?

5.1 Stochastic Modelling

5.1.1 Equivalent Homogeneous Medium

Transport behaviour on scales larger than the typical length scale of heterogeneity can

be analysed using a stochastic modelling approach: In a stochastic approach the spatially

fluctuating parameter is considered to be a random field representing a single re-

alisation of a stochastic process with given statistical properties. Such statistical informa-

tion is in general accessible experimentally, whereas there is no intention to resolve the

exact spatial structure of a given realisation. Thus, the random field is described by the

probability distribution where denotes the probability that the property

lies between and . The average over the probability distribution is equivalent

to an average over the ensemble of all possible realisations of the parameter . The

average of functions  over the probability function

Knl Knl x( )=

p p x( )=

Z x( )

P Z x( )( ) P Z( )dZ

Z Z Z dZ+

Z x( )

f Z x( )( )
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( 5.1 )

is denoted as ensemble averaged quantity. The corresponding correlation function is giv-

en as

( 5.2 )

Due to the assumed stationarity of the stochastic process, the two-point correlation func-

tion is a function of the distance  only.

The ensemble averaged quantities reflect the statistical properties of the ensemble. In

contrast, the transport parameters in one realisation, which we are mainly interested in,

depend on the given spatial distribution of the heterogeneities and consequently fluctuate

around the ensemble averaged quantities. However, under ergodic conditions the sto-

chastic process approaches its mean value. This so-called self-averaging property

makes the stochastic modelling approach very useful for representing processes also in

a single realisation.

For many practical applications it is significant to study the impact that the small-scale

variations might have on the large-scale transport behaviour avoiding costly computer

simulations of the fully heterogeneous medium. In linear transport theory it is convenient

to characterise the large-scale transport by the same type of differential equation as on

small scales replacing the pore-scale parameters by appropriately averaged parameters

using the ergodicity of the medium. This up-scaled large-scale equation is known as the

so-called “equivalent homogeneous equation”.

5.1.2 Ensemble and Effective Parameters

In this work large-scale transport parameters are defined following the concept of ensem-

ble [ 27 ], [ 63 ] and effective [ 4 ], [ 32 ], [ 37 ], [ 116 ], [ 146 ], [ 147 ] transport parame-

ters. These two quantities are based on two conceptually different ensemble averaging

procedures and have widely been discussed for linear transport processes.
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Fig. 5.1 Illustration of ensemble and effective mixing behaviour

for purely advective conservative transport (D=0)

Fig. 5.2 Ensemble and effective dispersion coefficient

for purely advective conservative transport

c 

ensemble mixing 

effective mixing 

Deff=0 

 ∼ Dens 

x
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In order to demonstrate the difference between and it is considered the purely

advective conservative transport in a physically heterogeneous medium. Fig. 5.1 illus-

trates the advective transport of a point-like tracer in a heterogeneous velocity field. Every

streamline represents a single realisation of the medium. If one performs the ensemble

average over the ensemble of different streamlines one ends up with the ensemble aver-

aged concentration related to the ensemble dispersion. As plotted in Fig. 5.2 it is widely

spread. This is an artificial effect caused by fluctuations of the center-of-mass positions

of the concentration distribution in different realisations of the heterogeneous medium.

This effect is suppressed in the effective dispersion coefficient because the center-of-

mass positions are superimposed before performing the average. As can be seen in Fig.

5.2, the averaged concentration distribution in this case is unspread indicating vanishing

effective dispersion. Moreover, it is the physically reasonable quantity because there is

no spreading mechanism in the transport system. However, if the solute is spread over

many different flow paths, corresponding to transport with non-vanishing local transverse

dispersion, the center-of-mass differences will be smoothed out. For very long times resp.

very long travel distances, the ensemble average reflects the effective mixing process in

Fig. 5.3 Ensemble and effective dispersion coefficient

with non-vanishing transverse component
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effective average 
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 ∼ Dens 

~ Deff 

x
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the transport system. Ensemble and effective transport parameters become equivalent.

For transient times, however, effective and ensemble transport parameters differ from

each other. This behaviour is illustrated in Fig. 5.3.

5.1.3 Research Background

The stochastic theory is based on the fundamental work of Gelhar [ 63 ] and Dagan [ 27 ].

The concepts of stochastic modelling have been applied in many theoretical and numer-

ical studies for conservative and linearly adsorbing solutes in physically [ 22 ], [ 27 ],

[ 29 ], [ 63 ], [ 134 ] as well as chemically [ 4 ], [ 12 ], [ 13 ], [ 37 ], [ 100 ] heterogeneous

media.

Especially, a large amount of research has been done for transport in macroscopically

uniform flow fields. The qualitative behaviour of linear transport processes is well under-

stood: Spatial fluctuations in the hydraulic conductivity cause local variations in the

groundwater flow field. Solutes injected into the groundwater are dominated by the het-

erogeneity of the medium. With time the solute is distributed over many different stream-

lines and velocity fluctuations from streamline to streamline lead to a strong increase of

the dispersion in the mean flow direction known as macrodispersion. For mildly hetero-

geneous media macrodispersion was calculated using a perturbation theory approach

[ 27 ], [ 63 ]. Complementary numerical calculations [ 22 ], [ 134 ], [ 134 ] and experimen-

tal studies [ 131 ], [ 58 ] were carried out. The macrodispersion overestimates the real

dilution in aquifers. The concept of effective dispersion, correcting the definition of ensem-

ble dispersion for transient times, was introduced [ 31 ], [ 32 ], [ 83 ]. The difference be-

tween ensemble and effective dispersion is qualitatively discussed by [ 23 ], [ 24 ], [ 46 ],

[ 47 ], [ 115 ], [ 146 ]. Explicit results are presented by [ 4 ], [ 37 ], [ 99 ].

Most of the studies cited above involve a local large-scale dispersive flux according to a

Fickian type law [ 27 ], [ 62 ]. Using a local dispersive flux seems to be reasonable for

conservative transport processes and relative small variances [ 26 ], [ 36 ], [ 101 ], [ 103 ]

because of the symmetric, smooth concentration profiles resulting in this case.

The reactive nature of subsurface systems can significantly impact the general migration

behaviour within a contaminant mixture [ 135 ], [ 125 ], [ 126 ], especially, if non-linear

processes are involved. Reactive transport processes are more complicated to investi-

gate due to the larger number of parameters which can be viewed as spatially variable
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and/or because the transport equation may be non-linear in the concentration distribution.

Serious difficulties occur already in the analytical description of transport with non-linear

adsorption in a homogeneous medium. For solutes undergoing non-linear adsorption of

Freundlich type the transport behaviour can only be described by scaling analysis [ 35 ],

[ 65 ], [ 77 ], [ 137 ]. A closed solution is not known. In heterogeneous media, transport

with Freundlich adsorption involves a higher theoretical and computational effort. Monte

Carlo simulations can be accomplished in a straightforward manner in analogy to con-

servative transport [ 1 ], [ 14 ], [ 17 ], [ 73 ], [ 125 ], [ 133 ]. As for conservative transport,

the numerical solution of the dissolved concentrations is analysed by considering the first

and second central moments. However, all these studies point out that standard moment

analysis cannot be applied in order to quantitatively reveal the impact of heterogeneities

on the transport behaviour at large scales. Semi-analytical results are presented in [ 14 ],

[ 121 ]. They studied the impact of heterogeneous velocity fields on breakthrough curves

of non-linearly adsorbing solutes neglecting the pore-scale dispersion. However, such as-

sumptions can lead to significant errors in the local concentration [ 14 ], [ 16 ].

Another complication might occur when using a local large-scale dispersive flux in the

large-scale transport equation. As demonstrated in [ 26 ], [ 72 ], [ 86 ], [ 103 ] the locali-

sation approximation in many reactive transport situations may cause errors in the calcu-

lation of all spatial moments of the ensemble averaged concentration distribution.

Additionally, solute migration through natural aquifers is strongly impacted by the different

chemical properties of the underlying materials. Especially, the sorption behaviour de-

pends on the soil affinity for the solute and the free available sorption sites. In general,

these properties appear as different sorption parameters at different soils or different lo-

cations in the domain, respectively. The soil dependence of the Freundlich exponent and

the Freundlich distribution coefficient was investigated in laboratory experiments [ 140 ],

[ 141 ]. Moreover, field measurements confirmed the spatial variability [ 119 ].

Transport in a randomly distributed field of adsorption coefficients was investigated nu-

merically [ 1 ], [ 17 ], [ 133 ]. Especially, the combined effect of spatial fluctuations in both

the hydraulic conductivity field and the Freundlich constant was extensively studied.
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However, in the existing literature there is a lack of consistent research of the impact of

chemical heterogeneity on the transport behaviour of non-linearly adsorbing solutes. For

the case of transport with a variable distribution coefficient a comparison with theoretical

results is missing. Moreover, the effect that a variable Freundlich exponent may have on

the transport behaviour is an open question.

5.2 Transport in Physically Heterogeneous Media

In this section ensemble and effective transport parameters are derived for transport with

non-linear adsorption in a physically heterogeneous medium associated with log-normal-

ly distributed conductivities in space [ 58 ], [ 131 ]. Consequently, the groundwater veloc-

ity varies locally, . Furthermore, the effect of variations in the porosity and

the local dispersion coefficient is assumed to be insignificant compared to the influ-

ence of the hydraulic conductivity variations [ 37 ], [ 62 ]. Therefore, these parameters

can be taken to be constant. For the spatially fluctuating velocity field it is assumed that

small deviations from the mean flow field occur:

. ( 5.3 )

By construction, one has . The corresponding velocity correlation functions are

denoted by

. ( 5.4 )

5.2.1 Transport Parameters in Lowest Order Perturbation Theory

It is proposed to define large-scale transport parameters by using expressions ( 7.18 )

and ( 7.19 ) and average them over an ensemble of possible realisations of the medium.

The concept of effective and ensemble averaging from subsection 5.1.2 is followed and

effective transport parameters are defined as

u u x( )= φ
Dij

u x( ) u ũ x( )+≡
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ũ i x( ) ũ j x'( ) wij x x'–( )=
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( 5.5 )

and

. ( 5.6 )

They have to be distinguished from the ensemble transport parameters which follow from

ensemble averaging the transport equation as e.g. presented in [ 27 ], [ 63 ]. The effective

velocity and the ensemble velocity are equivalent, . However, the ensemble

dispersion coefficient are introduced as

. ( 5.7 )

Note that in the following the index l for the dissolved concentration is skipped. Obviously,

differs from the effective dispersion coefficient in the second term where the aver-

aged velocity is used. In general, ensemble dispersion coefficients tend to overestimate

the impact of heterogeneities on the dispersive mixing process describing artificial en-
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semble averaging effects. Especially, the real mixing behaviour at the concentration front

is much better described by the effective than by the ensemble dispersion coefficient

which can be very essential in modelling reactive transport. This is the subject of subsec-

tion 5.2.5.

The integral expressions for the effective and ensemble transport parameters can be

solved in a perturbation theory ansatz. For this reason, a perturbation theory is construct-

ed in terms of and is expanded around the homogeneous concentration

:

. ( 5.8 )

The terms c1 and c2 denote the lowest order corrections to the homogeneous solution.

c1 depends linearly, c2 in second order on . For small variations of the velocity we ne-

glect corrections of higher order. Additionally, the non-linear term is also expanded

with respect to the fluctuating velocity field,

. ( 5.9 )

( 5.8 ) and ( 5.9 ) are inserted into ( 5.5 ) - ( 5.7 ) and the ensemble average is performed.

After some mathematical manipulations we end up with the following expressions: As ex-

pected, the ensemble averaged transport velocity is given by the averaged velocity of the

groundwater flow:

. ( 5.10 )

One finds the same result in linear transport theory [ 62 ]. This result is also consistent

with numerical simulations of the transport with non-linear adsorption performed by [ 1 ],

[ 17 ].
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For the dispersion coefficients one obtains the following integral expressions:

( 5.11 )

( 5.12 )

Obviously, in order to evaluate and explicitly, we have to specify the solution

of the homogeneous transport case and the corresponding Green’s function

as well as the spatial correlation function of the fluctuating velocity field. We

choose a Gaussian shaped correlation function the explicit shape of which is given in ap-

pendix B.

5.2.2 Purely Advective Transport

This subsection is focused on purely advective transport of solutes (neglecting small

scale dispersive spreading of the plume, D=0). In this case, the explicit form of is

known and the transport parameters can be evaluated explicitly. For one uses the one-

dimensional analytical solution ( 7.36 ) from subsection 7.1.5.2.

It is started with the explicit evaluation of the longitudinal ensemble dispersion coefficient

. Inserting the homogeneous solution ( 7.36 ) into ( 5.11 ), performing time integra-

tion and the spatial integration over the y coordinate one obtains
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, ( 5.13 )

where the spatial coordinate x is rewritten in terms of the dimensionless variable , de-

fined in ( 7.36 ). The function  is given in two spatial dimensions by

( 5.14 )

and . The time behaviour of is essentially determined

by the time behaviour of the function : For very long times, , the error func-

tion in ( 5.14 ) becomes one, all other terms vanish and approaches the constant

value one. Thus, the longitudinal ensemble averaged dispersion coefficient is simply giv-

en by

. ( 5.15 )

The result is identical to the asymptotic behaviour of linearly adsorbing transport [ 27 ],

[ 62 ].

For finite times one can evaluate the integrals in ( 5.13 ) as well, leading to an explicit

result for the transient behaviour of . Its explicit form is rather complicated and is

stated in appendix C only. The time behaviour of is plotted in Fig. 5.4 (p=0.9, 0.8,

0.7, 0.6, 0.5). For different values of the Freundlich exponent p the asymptotic dispersion
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coefficient is independent of p but it is approached at different times: The smaller p, the

stronger is the non-linear character of the transport process and the concentration move-

ment becomes more strongly retarded. In order to approach the asymptotic behaviour,

the solute concentration has to sample at least several correlation lengths of the hetero-

geneous medium which takes the more time the smaller the Freundlich exponent p is.

More precisely, the temporal behaviour of is characterised by an advective time

scale which can be identified directly from the explicit expression of in appen-

dix C as

. ( 5.16 )

Fig. 5.4 Longitudinal ensemble dispersion coefficients against time

in the case D=0 for different Freundlich exponents

0 1 2 3 4 5 6 7 8 9 10

x 10
6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t [s]

D
11en

s /D
11en

s (∞
)

p=0.3 

p=0.5 

p=0.7 

p=0.9 

D11
ens

t( )

ôadv D11
ens

ôadv

l0

1

p
---

kd

1

p
---

M 0

φ
-------- 

 

1 p–

p
---------------

u

--------------------------------=
40



It describes the time in which the center of mass moves advectively over the distance of

one correlation length. For p=1, reduces to the linear advective time scale,

where R is a constant retardation factor. For p<1 the advective time scale

is essentially influenced by the non-linearity and the total mass of the solute. The larger

the total mass, the faster the concentration distribution moves through the medium which

in turn reduces the time it needs to sample one correlation length.

Finally, the behaviour of is briefly discussed. For infinite Peclet numbers the second

term in ( 5.12 ) equals  and the effective dispersion coefficient is zero

. ( 5.17 )

The reason for this behaviour is simple: After a point-like injection of solute the distribution

follows a single flow streamline. Obviously, the dispersion coefficient is zero in each single

realisation leading to a vanishing dispersion coefficient after ensemble averaging,

.

The results for and indicate once more the importance of how the ensemble

average is performed for pre-asymptotic transport: Only effective dispersion coefficients

yield a realistic description of the system behaviour. Of course, the situation changes, if

small-scale dispersion is acting. This is the focus of the next section.

5.2.3 Transport with Finite Peclet Numbers

5.2.3.1 Asymptotic Behaviour

The derivation of the asymptotic behaviour for finite Peclet numbers is possible without

any knowledge of the explicit shape of the homogeneous concentration distribution

in ( 5.12 ) and ( 5.11 ). The crucial point is that for very long times the time integral

over the Green’s function in ( 5.12 ) and ( 5.11 ) becomes equivalent to

the corresponding steady-state Green’s function in the conservative transport case. Ac-

cordingly, the ensemble dispersion coefficient reduces to the result for linearly adsorbing

transport
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. ( 5.18 )

The solutions for are well-known [ 30 ], [ 62 ]. Their explicit form depends

on the spatial dimension as well as on the anisotropy of the medium and the Peclet

number relating advective and dispersive processes, .

Furthermore, for very long times the second term in ( 5.12 ) approaches zero. The effec-

tive dispersion coefficient becomes equivalent to the ensemble dispersion coefficient

( 5.19 )

which indicates that the plume has reached its ergodic regime.

5.2.3.2 Transient Results

For transient times one is not aware of any explicit solution for and derived

rigorously from formulae ( 5.11 ) and ( 5.12 ). However, in this case one was able to derive

explicit results for the ensemble and the effective dispersion coefficients.

It was found out that the ensemble dispersion coefficient (C C.1), rewritten in terms of the

travel distance instead of the travel time can be approximated by the ensemble dispersion

coefficient of the linearly adsorbing transport. The only difference is that for a non-linearly

adsorbing solute the correlation length of the heterogeneous medium appears to be in-

creased

. ( 5.20 )

The reason for this difference lies in the extremely large tailing of the concentration. The

concentration in the tail needs more time to travel over a correlation length which can ef-

fectively be modelled by a larger correlation length.
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Following the proposed approximation and using the exact results, derived in linear trans-

port theory [ 37 ], transient longitudinal dispersion coefficients for transport with non-lin-

ear adsorption can analogously be assumed in two dimensions as

( 5.21 )

. ( 5.22 )

This assumption is heuristic and can be proved only by numerical evaluation of formulae

( 5.11 ) and ( 5.12 ). This is presented at the end of subsection 5.2.4.

5.2.4 Semi-Analytical Results

Considering a non-zero local dispersivity there is no explicit solution of the homogeneous

non-linear transport problem which is needed for evaluation of ( 5.11 ) and ( 5.12 ). There-

fore, it is proceeded as follows: Two-dimensional concentration distributions in a homo-

geneous porous medium are calculated numerically. The numerical solution is used for

evaluation of the integral expressions for and . One aims to quantify the impact

of local dispersion on the transient behaviour of and as functions of time and

prove the validity of the explicit results derived in ( 5.21 ) and ( 5.22 ).

The numerical code MODFLOW [ 98 ] is used for numerical calculation of the Darcy ve-

locity field. Assuming a constant head gradient and constant permeability =10-4 m s-1

a uniform steady state flow field is modelled with u=1.2·10-5 m s-1 in the x-direction in a

two-dimensional domain. The domain is resolved by elements of grid size =0.1 m in

x-direction and =0.5 m in y-direction. For solving the transport problem it is chosen

the program package MT3DMS [ 145 ] with a GCG Jacobi preconditioned solution meth-
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od. The advective part is solved by upstream finite differences with a Courant number

Co=0.1. Space and time discretisation are specified such that the grid Peclet number is

smaller than 2. The dispersion is implemented implicitly. The transverse and longitudinal

dispersivities are assumed to be isotropic, =0.055 m. The porosity is set to

=0.1.

The non-linear adsorption isotherm is parameterised by a Freundlich exponent p=0.5 and

a Freundlich coefficient =0.53 (g m-2)1-p. One considers a point-like injection of solute

with initial concentration =0.05 g m-2. Additionally, for the correlation function of the

spatially distributed velocity field isotropic correlation lengths, , is

used. Thus, the Peclet number is equal to =18.18. The variance of the

 is =0.1.

5.2.4.1 Transport Parameters with Linear Adsorption

First with a brief discussion of solute transport with linear adsorption, p=1, in heteroge-

neous velocity fields is performed.

Fig. 5.5 Effective and ensemble longitudinal dispersion coefficient with p=1
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The temporal behaviour of ensemble and effective transport parameters is well known

and has been studied both in numerical simulations and theoretical investigations [ 4 ],

[ 22 ], [ 37 ], [ 84 ], [ 115 ], [ 116 ]. The explicit results of transport with linear adsorption

are used in order to check the reliability of our semi-analytical approach and the precision

of the numerical routines. Later on, the numerical results are compared to the results for

transport with non-linear adsorption.

In Fig. 5.5 and Fig. 5.6 ensemble and effective dispersion coefficients in longitudinal and

transverse directions are plotted as a function of time and compare them with analytical

expressions. The impact of numerical dispersion is taken into account.

Studying the temporal behaviour of and two relevant time scales can be

identified: An advective timescale, , and a dispersive time scale,

. For times smaller than the solute has only moved over a distance

smaller than one correlation length and has not “felt” any heterogeneities. The dispersion

coefficients are given more or less by their small scale values. With larger times the lon-

gitudinal ensemble dispersion increases continuously but the longitudinal effective dis-

persion is still very small. For the longitudinal ensemble dispersion coefficient

Fig. 5.6 Effective and ensemble transversal dispersion coefficient with p=1
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reaches its asymptotic value. However, the effective dispersion coefficient still increases

and converges towards the asymptotic value for times , see Fig. 5.5. For very

long times the difference between ensemble and effective dispersion vanishes.

Transversal dispersion coefficients are shown in Fig. 5.6. For small times, ensemble and

effective dispersion coefficients approximately are equal to the small scale transversal

dispersion value. For , effective and ensemble dispersion coefficient approach

their asymptotic value which is only slightly increased against their small scale values.

However, their transient behaviour differs from each other. The ensemble dispersion

coefficient increases rapidly reaching a maximum value for times closed to and

decreases for longer times. Again, this phenomenon is an artificial ensemble mixing

effect. It can be explained by the fact that ensemble particles on different flowlines can

move apart from each other appearing as an increased transversal width of the plume

and therefore as an increased transversal dispersion coefficient. However, due to the

divergence free velocity field the particles can not separate infinitely far in transverse

direction. For times the particles move again towards each other, the transversal

dispersion decreases and finally approaches the asymptotic value. In contrast, the

effective transversal dispersion coefficient does not show a local maximum. It increases

continuously from the small-scale value to its asymptotic value.

5.2.4.2 Transport Parameters with Non-Linear Adsorption

In order to obtain effective and ensemble dispersion in the case of transport with non-

linear adsorption we numerically evaluate integral expressions ( 5.11 ) and ( 5.12 ). The

results are plotted in Fig. 5.7 and Fig. 5.8.

The asymptotic values of the longitudinal and transverse dispersion coefficients are

equivalent to the results for transport with linear adsorption and match the predicted an-

alytical values in section 5.2.3. Differences between linearly and non-linearly adsorbing

transport occur only for transient times. The dispersion coefficients start from a small

scale value, increase with time and approach their asymptotic value for long times. How-

ever, the increase of effective and ensemble dispersion coefficients for non-linearly ad-

sorbing solute is shifted to later times compared to linear transport. This applies for both

the longitudinal and the transversal dispersion coefficient, see Fig. 5.7 and Fig. 5.8. It ba-

sically means that the transient behaviour of the transport parameters is characterised

by time scales different from those in linear transport theory.
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Fig. 5.7 Effective and ensemble longitudinal dispersion coefficients for p=0.5

Fig. 5.8 Effective and ensemble transversal dispersion coefficients for p=0.5
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If one recalls the way characteristic time scales are introduced in linear transport theory

it is consistent to proceed analogously for transport with non-linear adsorption: In linear

transport theory the advective time scale is set by the time the centre can be defined by

the time the plume needs to spread dispersively over one correlation length in transversal

direction.

Following this idea, one uses the center of mass and the squared transversal width of the

non-linearly adsorbing plume [ 17 ], [ 33 ] to derive the typical time scales in the non-lin-

ear transport case,

( 5.23 )

. ( 5.24 )

The p-dependent coefficients and can be found by numerical integration.

For a Freundlich exponent p=0.5 they are =0.656 and =0.853. Therefore,

typical time scales for non-linearly adsorbing solutes can be introduced as:

( 5.25 )

. ( 5.26 )
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Additionally, the typical transverse Peclet number for transport with non-linear adsorption

is introduced as:

. ( 5.27 )

As one can see, this Peclet number reflects the non-linear character of the adsorption

process. The smaller the p-value is, the bigger the Peclet number appears. In comparison

to linear transport, this could be explained by a reduced transverse dispersion coefficient.

In fact, a decreasing Freundlich exponent results in a stronger retardation and a smaller

dispersion coefficient.

The advective and dispersive time scales depend on the small scale transversal disper-

sion coefficient and the total mass . Especially, the transversal dispersion

coefficient not only affects the spreading in transversal direction, but also the center of

mass movement of the plume. A large transversal dispersion coefficient causes

enhanced mass flow in transversal direction. The local concentration decreases and

becomes more strongly retarded due to concentration dependent retardation effects

which slow down the center of mass velocity. Moreover, the center of mass movement

and the width of the plume are influenced by the total mass. A larger total mass increases

the center of mass velocity due to smaller retardation which can decrease the advective

time scale  against  as well as  against .

As one sees in Fig. 5.7 and Fig. 5.8, the model parameters ( ) in this special

numerical case are chosen in a way, that and are shifted to later times. In general,

the time behaviour of the dispersion coefficients in case of linear adsorption does not

depend on . Thus, the results for linearly adsorbing transport can always be used in

comparison with non-linear results with different total mass and transverse dispersion for

analysis of the differences in the typical temporal behaviour of dispersion coefficients due

to non-linear adsorption.

The time scales and explain reasonably well the qualitative behaviour of effective

and ensemble transport parameters for the non-linearly adsorbing solute. For small times,

, the ensemble dispersion coefficient grows rapidly. The effective dispersion coef-
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ficient is still small because the plume in a single realisation has not yet spread. Due to

ensemble averaging effects the ensemble dispersion coefficient reaches its asymptotic

values already for times . The effective longitudinal dispersion coefficient

approaches its asymptotic values for later times, , after the plume has spread also

in transversal direction over several correlation lengths. For comparison, the characteris-

tic time scales , ,  and  are plotted in Fig. 5.7 and Fig. 5.8.

The impact of the total mass on the effective longitudinal dispersion coefficient is sepa-

rately demonstrated in Fig. 5.9. was calculated for four different values of the total

mass and otherwise unchanged model parameters. The larger the total mass, the smaller

is the dispersive time scale  and the faster the asymptotic value is reached.

Moreover, it has to be stressed the point that the semi-analytical approach allows the

estimation of transport parameters on large scales by means of the solutions of the

homogeneous case only and without performing costly stochastical simulations. This can

be very useful for practical applications in the field of risk assessment.

Fig. 5.9 Total mass impact on the effective longitudinal dispersion coefficient
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5.2.4.3 Comparison of Semi-Analytical and Explicit Results for

In ( 5.22 ) heuristically an explicit expression for effective dispersion coefficients was de-

rived as a function of travel distance.

In Fig. 5.10 the semi-analytical results are compared with the explicit solution for .

The travel distance is calculated from the center of mass velocity. An excellent agreement

was found: in the linear and the non-linear case almost overlap. In other words,

the explicit formula for describes the behaviour of the effective dispersion coeffi-

cient adequately.

5.2.5 Relevance of Equivalent Homogeneous Transport Models

The ensemble and effective mixing behaviour in a heterogeneous formation are modelled

by using an equivalent homogeneous model. For this reason large-scale transport

parameters are proposes to be calculated by means of temporal moments of break-

through curves because of their high relevance for interpretation of concentration data in

the practice. The results from the equivalent homogeneous simulations are compared

with the corresponding results from numerical simulations of transport in heterogeneous

Fig. 5.10 Theoretical and semi-analytical results as function of travel distance

for effective longitudinal dispersion coefficients
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domains. One finds that the ensemble averaging procedure causes an additional spread-

ing of the concentration distribution which can only be reproduced if a non local equivalent

homogeneous model is used.

5.2.5.1 Numerical Computation and Parameter Setup

A two-dimensional log-normally distributed hydraulic conductivity field is considered to

represent a sufficiently large sector of a heterogeneous aquifer, covering 36 correlation

lengths in longitudinal and 20 correlation lengths in transverse direction. The random field

is generated within the code FGEN [ 117 ] which uses a fast Fourier method to generate

correlated stationary random fields with given mean, variance, correlation length and

distribution type. One sample realisation of the stochastically distributed conductivity field

is shown in Fig. 5.11 ( =10-4 m/s, =0.12, =1 m, =0.5 m). The domain contains

360 by 200 cells of grid size = =0.1 m. The mean of the spatially variable flow field

is constructed to align with the x-direction. The solute is released instantaneously in time

and uniformly over the whole inflow boundary. The simulation parameters can be found

in Tab. 5.1. For comparison two different situations are simulated: conservative transport

and transport with non-linear adsorption of Freundlich type.

Tab. 5.1 Parameters for the two-dimensional heterogeneous problem

Parameter Value

 [m s-1] 10-4

0.12

 [m] 1

 [m] 0.5

0.1

 [m s-1] 10-5

 [m] 0.055

 [m] 0.0055

 [g m-2] 1 g m-2

 [kg m-2] 2 000

0.75

 [(g m2)1-p] 7.5·10-5

k f

ó f
2

(ln k f( ) )

lx

ly

φ

u

á11

á22

c
in

ñr

p

Knl

k f
ó f

2
lx ly

Äx Äy
52



Fig. 5.14 and Fig. 5.15 show the concentration distribution for conservative transport and

transport with Freundlich adsorption at intermediate transport time. In both cases the

fluctuating velocity field leads to travel time differences between solute particles on

different streamlines. The originally uniformly distributed line source is irregularly

deformed. The resulting patterns reflect the typical structure of the velocity field. For con-

servative transport it is obvious, that the heterogeneity of the velocity field causes an

enhancement of the width of the solute distribution. This corresponds to an enlarged

longitudinal dispersion coefficient expressed in an increased width of the concentration

distribution, cp. Fig. 5.15. For non-linearly adsorbing solute the concentration dependent

retardation results in a self-sharpening front with a large tailing behind it. Contrary to con-

servative transport, the width of the concentration profiles does not give any quantitative

information about the magnitude of dispersion coefficients. This is shown in Fig. 5.13

where cross-sectionally integrated breakthrough curves in the heterogeneous medium

are compared with breakthrough curves in a homogeneous domain.

Fig. 5.11 Two-dimensional log-normally distributed hydraulic conductivity field
53



Fig. 5.12 Concentration distribution for non-linear adsorption at t=9.5·106 s

Fig. 5.13 Impact of spatially variable velocities on spreading behaviour

of transport with non-linear adsorption
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Fig. 5.14 Concentration distribution for conservative transport at t=1.6·106 s

Fig. 5.15 Impact of spatially variable velocities on spreading behaviour

on conservative transport
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5.2.5.2 Definition of Effective and Ensemble Transport Parameters

If one considers the transport velocity and the dispersion coefficient as random processes

one can average them over the ensemble of all realisations. It is proposed to define ef-

fective transport parameters as a function of space at location by using expressions (

7.20 ) and ( 7.21 ). Consequently, the transport velocity can be written as

. ( 5.28 )

The effective dispersion coefficient is given as:

. ( 5.29 )

The equivalent homogeneous model reads

. ( 5.30 )

The second possibility to calculate large-scale transport parameters is to directly average

the heterogeneous transport equation over a stochastic ensemble. By this approach, the

ensemble dispersive flux, which arises as a result of center-of-mass fluctuations in

different realisations of the heterogeneous medium, is given in a general non local form.

Thus, the equivalent homogeneous problem is represented in non local theory by:

. ( 5.31 )
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Here, denotes the correlation function whose explicit shape is given in the

appendix B, and is the Green’s function of a homogeneous self-adjoint transport

problem.

The standard approximation to simplify the non local equation ( 5.31 ) is by localizing the

ensemble dispersive flux in space and time. This means that does not vary

significantly in space and time and can be factored out of the integral

. ( 5.32 )

The tensor  represents the ensemble dispersion coefficient

. ( 5.33 )

Inserting ( 5.32 ) in ( 5.31 ) we end up with the equivalent homogeneous equation in local

theory:

. ( 5.34 )

In the following, it will be discussed the reliability of equivalent homogeneous models in

non local ( 5.31 ) and local ( 5.30 ), ( 5.34 ) theory for the reproduction of the ensemble

and effective mixing of non-linearly adsorbing solutes.

5.2.5.3 Results for Effective and Ensemble Transport Parameters

As expressed in equations ( 5.28 ) and ( 5.29 ), effective transport parameters are

obtained as an average of transport velocities and dispersion coefficients over the

ensemble of all possible realisations. Transferring this idea to the numerical experiment

explained before, every single streamline in the heterogeneous domain can be associat-

ed with a different one-dimensional realisation of the medium. Accordingly, and
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are obtained by calculating the velocity and the dispersion coefficient in each horizontal

layer in the heterogeneous domain and subsequently integrating over the transverse

direction.

In Fig. 5.16 the result for the effective longitudinal velocity is plotted. It increases for small

travel distances and converges after about 5 correlation lengths towards the mean trans-

port velocity ,

. ( 5.35 )

In Fig. 5.17 the longitudinal effective dispersion coefficient is shown as function of the

travel distance. The dispersion coefficients for non-linearly adsorbing (p=0.75) and con-

servative transport (p=0) are compared. In both cases, has the same spatial

behaviour: It grows quite slowly towards the asymptotic limit. Especially, its behaviour

depends on the transverse dispersion which allows solute transfer between different

streamlines and smoothes out concentration fluctuations in different streamlines. How-

ever, for sufficiently large distances the effective dispersion coefficient approaches the

asymptotic limit, see section 5.2.3. For the parameter setup used in the numerical com-

Fig. 5.16 Effective velocity as function of travel distance for p=0.75
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putation it is expect that after a travel distance of x=50 m the difference between

and disappears due to ergodicity. As explicitly shown in subsection 5.2.3, the

asymptotic dispersion coefficient for non-linear transport is equivalent to the well-known

result for conservative transport

. ( 5.36 )

The numerical results are compared with the analytical expressions from section 5.2.3.

We find a very good agreement between the theoretical predictions and the numerical

calculation.

Ensemble transport parameters are evaluated in local theory using a semi-analytical

approach. The ensemble longitudinal velocity is constant and equal to the mean transport

velocity, . The longitudinal ensemble dispersion coefficient is calculated from

expression ( 5.33 ) where a Gaussian correlation function (B.6) is used for the spatially

distributed velocity field. The Green’s function in ( 5.33 ) is solved numerically using trans-

lation invariance in space and time.

Fig. 5.17 Effective dispersion as function of travel distance

for transport with Freundlich adsorption and conservative transport
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5.2.5.4 Model of Heterogeneous and Equivalent Homogeneous Media

Using the results derived before, one can answer the question to which extent an equiv-

alent homogeneous medium with large-scale transport parameters can reproduce the

effective and ensemble mixing behaviour of a solute in a heterogeneous domain. For this

purpose, one proceeds in a twofold way: In order to reproduce the effective mixing

behaviour of the solute the one-dimensional equivalent large-scale transport problem

( 5.30 ) is solved numerically in local theory with a space-dependent large-scale

dispersion coefficients . Breakthrough curves of the equivalent transport simula-

tion are compared with cross-sectionally averaged local concentration distributions

whose center-of-mass positions are superimposed before averaging. In the following, this

averaging procedure will be referred to as a “centered average”. Thus, one aims at repro-

ducing the effective mixing of the solute.

The “centered average” has to be distinguished from the “ensemble average” which

reflects the ensemble mixing. Ensemble averaged breakthrough curves in the hetero-

geneous domain are obtained by averaging over the transversal direction without prelim-

inary superposition. For the sake of consistence, they are compared with the results of

the equivalent homogeneous simulations reproducing the ensemble mixing which, as

shown before, can be solved in localisation approximation ( 5.34 ) or in the full non local

theory ( 5.31 ). Ensemble mixing parameters tend to overestimate the effective mixing

process of solutes. Nevertheless, we discuss them as well due to their importance for

interpretation of depth-averaged concentrations as they may occur in practical field

studies.

Conservative Transport

For the sake of completeness the discussion is started with a short review of conservative

solute transport. This case has widely been studied in the last decades [ 27 ], [ 62 ] and

large-scale transport parameters have been calculated using different analytical [ 31 ],

[ 32 ], [ 115 ], [ 116 ] and numerical [ 15 ], [ 22 ], [ 24 ] techniques. It can be easily shown

that the large-scale transport can be reproduced by an equivalent homogeneous equa-

tion in local theory with appropriately defined large-scale transport parameters. This

applies for the effective as well as for the ensemble mixing transport behaviour.

D11
eff

x( )
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The results in Fig. 5.18 confirm the expected behaviour. Here, one reproduces the en-

semble and effective mixing behaviour by equivalent homogeneous simulations in local

representation ( 5.34 ) with and respectively. In both cases the averaged

breakthrough curves in the heterogeneous medium are perfectly reproduced by the

equivalent simulation. Especially, the localisation approximation for the ensemble disper-

sive flux yields reliable results.

Transport with Non-Linear Adsorption

In Fig. 5.19 the breakthrough curves at x=24 m is plotted. The numerical solution of the

equivalent transport model ( 5.30 ) with the effective dispersion coefficient is

compared with the centered averaged solution in the heterogeneous formation. Obvious-

ly, both breakthrough curves match very well. First of all, this result shows that in order

to gain reliable averaged transport parameters the average over the cross section

involves a sufficiently large number of different “realisations”. In the simulations this

corresponds to a heterogeneous structure covering 40 correlation lengths in transverse

direction. Furthermore, effective mixing behaviour can be reproduced by replacing the

Fig. 5.18 Centered and ensemble averaged breakthrough curves

compared with equivalent homogeneous simulations in local theory
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heterogeneous medium by an equivalent homogeneous system, as given in equation

( 5.30 ), which has the same shape as on mesoscopic scales. Only the effective disper-

sion coefficient is increased.

The behaviour of ensemble transport is completely different and is illustrated in Fig. 5.20.

Here, one plots the ensemble averaged breakthrough curves over the two-dimensional

heterogeneous domain at x=24 m and the result of the equivalent homogeneous simula-

tion in localisation approximation with an ensemble dispersion coefficient. The tailing of

the concentration distribution is quite well reproduced but the peak concentration and the

front steepness fail to be reproduced. The homogeneous large-scale breakthrough curve

has a larger maximum peak concentration and a less steep front. It seems as if a larger

dispersion coefficient only affecting the concentration distributions at the front has caused

an additional spreading by ensemble averaging of the concentration front. On contrary,

the solution of the equivalent homogeneous equation is strongly dominated by the non-

linear retardation (self-sharpening) and the dispersive spreading is suppressed. Hence,

Fig. 5.19 Non-linear adsorbing transport

Comparison of centered averaged breakthrough curves and

equivalent homogeneous medium in local theory
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the reproduced front is steeper. In contrast, the more pronounced smoothness of the

ensemble averaged front in the heterogeneous simulation accounts for the center of mass

fluctuations and therefore a stronger influence of dispersive spreading.

To avoid these problems an equivalent homogeneous simulation accounting for a non-

local dispersive flux ( 5.31 ) is performed. In Fig. 5.21 the result is shown. Here, the

ensemble averaged breakthrough curve in the heterogeneous domain is compared with

calculations of the equivalent homogeneous model in local and non local theory respec-

tively. Differently from the solution in local theory, the non local equivalent homogeneous

simulation exactly reproduces the ensemble mixing transport behaviour. Especially, the

front is properly calculated.

Fig. 5.20 Non-linear adsorbing transport

Comparison of ensemble averaged breakthrough curves and equivalent

homogeneous medium in local theory with  at x1=24 m
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This is the first example where the non-linear character of the adsorption process impacts

the large-scale transport behaviour in a way different from linear transport theory. The

ensemble mixing behaviour cannot be reproduced by an equivalent homogeneous model

of the same type as on the mesoscopic scale. In this case, a non local representation of

the ensemble dispersive flux is required.

5.3 Transport in Chemically Heterogeneous Media

In this section it is focused on transport in chemically heterogeneous media and it is

assumed that the Freundlich constant or the Freundlich exponent vary in space. The

effective large-scale transport behaviour is derived in a homogenisation theory approach.

Transient results are obtained in perturbation theory in the case of variable Freundlich

constant and numerically for transport in fluctuating Freundlich exponent fields.

Fig. 5.21 Reproduction of ensemble mixing transport

using equivalent homogeneous equation in non local theory
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5.3.1 Effective Transport Behaviour

The Freundlich constant as well as the Freundlich parameter p are quantities fluctu-

ating on a scale l which is small compared to the overall size of the domain L. In order to

investigate the transport behaviour of a solute on the large scale we suppose that the

both length scales are strictly separated from each other. This means that only transport

processes covering many characteristic correlation lengths of the heterogeneous struc-

ture are investigated. The transition from the small to the large scale is asymptotically

fulfilled in the limit .

The basic idea of homogenisation theory is to construct an expansion of the transport

equation in terms of small around the large-scale concentration distribution. The

asymptotic large-scale transport behaviour is derived in the limit . Additionally, two

separated scales are introduced: y accounting for the small-scale variations, and x for the

large-scale variations. Both scales are connected by the parameter :

. ( 5.37 )

For technical reasons, the transport equation is reformulated in terms of a conserved

quantity which in the case of adsorbing transport is the total mass respectively the total

concentration:

. ( 5.38 )

In particular, the adsorbed concentration is represented by a general adsorption isotherm

which includes the small-scale fluctuations. The dissolved concentration c is

related to the total concentration by the inverse function of :

. ( 5.39 )

Thus, the transport equation can be written in terms of C as:

. ( 5.40 )
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For the further development of the homogenisation theory approach one makes the

following important ansatz: It is assumed that the adsorption on the large scale is given

by an effective adsorption isotherm which at this stage is unknown. For linearly

adsorbing solutes the effective isotherm is again a linear function of the dissolved con-

centration with an averaged effective distribution coefficient. However, for non-linearly

adsorbing solutes the question is still open what kind of function describes the effective

adsorption isotherm .

Because of conservation of the total concentration C the sum of the new adsorbed con-

centration and the dissolved concentration should remain the same as in equation

( 5.38 ):

. ( 5.41 )

The function denotes the dissolved concentration that satisfies the conservation of C.

Moreover, is related to the total concentration by the function which is the

inverse function of :

. ( 5.42 )

One includes the effective adsorption into the transport equation ( 5.40 ) by adding and

subtracting the term .

The next two steps are the following: First, the gradient in equation ( 5.40 ) has to be

rewritten accordingly to the two-scale approach

. ( 5.43 )

Second, for small -values the total concentration can be expanded around the asymp-

totic large-scale solution :

. ( 5.44 )
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Analogously, the functions and have to be expanded around the

large-scale limit.

To obtain the large-scale behaviour, the resulting transport equation has to be averaged

over the ensemble of all possible realisations of the fluctuating parameter. The final result

for the homogenised transport equation on large scales in terms of the total concentration

can be expressed as:

( 5.45 )

where

. ( 5.46 )

The prime denotes the derivatives of  and F with respect of the total concentration.

The function in the last term in ( 5.45 ) depends on the solution of an additional equation

accounting for the small-scale transport behaviour. Obviously, the functions and

depend on the explicit shape of the effective isotherm which determines the inverse

function . Thus, the exact form of the large-scale transport equation can only be

evaluated if the effective adsorbing behaviour is known. This is the subject of the following

two subsections where transport with variable Freundlich constant and with variable

Freundlich exponent is treated separately.

The homogenisation theory analysis presented above is derived for adsorbing transport

with a generalised adsorption isotherm. The analysis can easily be extended for every

type of reactive transport. The crucial point is to express the transport equation in terms

of the total concentration and to find the inverse function with respect to it. The final result

will always depend on the shape of the effective reaction term on large scales.
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From ( 5.46 ) it is obvious that the general shape of the effective reaction term reflects

also in the asymptotic dispersion coefficient. In linear transport theory and for non-linearly

adsorbing transport in a fluctuating velocity field, the effective dispersion coefficient

adopts a constant value for very large times and domains. However, the effective disper-

sion coefficient in the case of chemically heterogeneous transport is given by

. ( 5.47 )

In general, this expression is a function of the dissolved concentration. It becomes con-

centration-independent only if the following condition is fulfilled:

, ( 5.48 )

where K is a constant function with respect to . It only depends on the fluctuating

parameter and its statistical properties. The solution of ( 5.48 ) with respect to can be

written as

( 5.49 )

with an arbitrary constant function . The result clearly shows that the effective disper-

sion does not depend on the dissolved concentration only if the effective reactive term

shows the same functional dependence on the concentration field as on the small scale.

If the effective reaction on the large scale is reproduced by a function different from the

one on the small scale, a concentration-dependent effective dispersion coefficient arises.

This is a general result which can be applied to every kind of reactive transport with mass

conservation.
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5.3.2 Effective Transport with Variable Freundlich Constant

5.3.2.1 Asymptotic Results

The effective transport behaviour of a linearly adsorbing solute in chemically hetero-

geneous media is given by a linear equivalent homogeneous transport equation by

replacing the fluctuating retardation factor by its mean value. The influence of the fluctu-

ating retardation factor is reflected in an increased effective dispersion coefficient [ 4 ],

[ 12 ], [ 13 ], [ 37 ]. In the case of non-linearly adsorbing solutes it is reasonable to assume

that the large-scale transport is also reproduced by a differential equation of the same

type as on the mesoscopic scale. This assumption is used to complete the results in

homogenisation theory from section 5.3.1.

For very large times one assumes that almost the complete mass is adsorbed at the soil

matrix. The total mass can therefore be approximated by:

. ( 5.50 )

In this case the inverse function of  can be written as

. ( 5.51 )

Here, denotes the fluctuating Freundlich constant which can be split into a mean

part  and the fluctuations  around it:

. ( 5.52 )

Furthermore, the inverse function with respect to the effective adsorption ( 5.42 ) reads

as:

. ( 5.53 )
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Inserting ( 5.51 ) and ( 5.53 ) into ( 5.46 ) one obtains:

( 5.54 )

where the result is expanded in powers of small variations of the fluctuating parameter

. Using this result, the large-scale transport equation in terms of the dissolved con-

centration ( 5.45 ) reads as:

( 5.55 )

where denotes the large-scale dissolved concentration. As expected, the large-scale

transport behaviour is given by the same type of transport equation as on mesoscopic

scales. The effective isotherm corresponds to an averaged Freundlich distribution

coefficient :

( 5.56 )

where  is the probability distribution of .

The small-scale variations are incorporated in an increased effective dispersion coeffi-

cient :

. ( 5.57 )

First of all, this result shows that explicit results for the effective dispersion coefficient can

only be calculated numerically solving the auxiliary small-scale problem for the random

field . In lowest order the solution of does not depend on the non-linear reaction and

solves exactly the same equation as in the case of conservative transport. In lowest order

also the third term in ( 5.57 ) vanishes. Consequently, the asymptotic value of the effective
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dispersion in this case is exactly the same as in linear transport theory, . This

corresponds to the results which we derived for transport with fluctuating velocities in

section 5.2. Differently from a physically heterogeneous medium, for large variances the

result changes. The asymptotic effective dispersion coefficient is not the same as for con-

servative transport. The asymptotic value is affected by higher order correction terms

which might have a very essential impact on the overall solute migration. Especially, an

increased value of the transverse dispersion can considerably slow down the center-of-

mass movement of the solute. Moreover, typical times to reach the asymptotic regime can

become smaller. In terms of breakthrough curves we expect that they will arrive at later

times with a less steep front as compared to transport in fields with heterogeneous con-

ductivities only.

5.3.2.2 Extension to Transient Transport Behaviour

In order to investigate the temporal behaviour of the large-scale dispersion coefficients it

is proposed to use the definition of effective transport parameters from section 5.2 and

solve the integral expressions in lowest order perturbation theory. The auto-correlation

function of the randomly distributed Freundlich constant is given by a Gaussian shaped

function, see appendix B. Similarly to transport in physically heterogeneous media one

defines the effective velocity as

. ( 5.58 )

The effective dispersion coefficients are given by

. ( 5.59 )
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In order to solve ( 5.58 ) and ( 5.59 ) we expand the heterogeneous concentration field

in lowest order perturbation theory. The procedure is very similar to the mathema-

tical manipulations in subsection 5.2.1

Our results show that the effective transport velocity is equivalent to the groundwater

velocity:

. ( 5.60 )

The effective dispersion coefficient is very similar to the effective dispersion coefficient

derived in the case of transport in a heterogeneous velocity field:

( 5.61 )

where  is the variance of the random -field.

The temporal increase of the effective dispersion coefficient towards the asymptotic value

is characterised by the same typical time scales as in the physically heterogeneous

transport case. One distinguishes between an advective and a dispersive time scale as

introduced in expressions ( 5.25 ) and ( 5.26 ) in section 5.2.4. For times smaller than

the longitudinal effective dispersion coefficient is still equal to the local small-scale

dispersion coefficient because the plume is almost unspread. However, it grows as a

power law function of time for times and approaches after some dispersive

time scales the asymptotic regime.

5.3.3 Effective Transport with Variable Freundlich Exponent

The next step in the investigations is concerned with transport of solutes undergoing

heterogeneous adsorption of Freundlich type with a fluctuating Freundlich exponent. The

transport behaviour is described by a stochastic differential equation where the random
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field appears as an exponent. The treatment of such a kind of transport problems is not

trivial because the effective adsorption behaviour on the large scale might be completely

different from a common Freundlich isotherm. At least, the widely spread approximation

to replace the fluctuating parameter by an appropriate mean value has to be checked.

Therefore, the efforts in this section aim first at determination of the effective adsorption

behaviour and second at the derivation and modelling of the large-scale transport behav-

iour.

5.3.3.1 Effective Adsorbing Behaviour

To determine the effective adsorbing behaviour the zero-dimensional transport equation

is used which expresses the conservation of the total mass with time and represents the

adsorption in a well-mixed batch:

. ( 5.62 )

The Freundlich exponent is a randomly distributed function with the probability

distribution and a vanishing spatial correlation. Consequently, the averaged

transport behaviour can be obtained by averaging ( 5.62 ) over the probability distribution.

In the investigations it is assumed that the Freundlich exponent is log-normally distributed

around a mean value  with the variance

. ( 5.63 )

A log-normal distribution guarantees that the Freundlich exponent will strictly be positive.

Assuming small variances, one ends up with the effective adsorption isotherm
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( 5.64 )

where denotes the initial concentration. This result shows clearly that the effective

adsorption behaviour is not given by an adsorption isotherm of Freundlich type. Higher

order logarithmic correction terms affect the effective adsorption behaviour of the solute.

For very small variances the correction terms in ( 5.64 ) might be negligible. However, still

for variances the results differ considerably from the adsorption behaviour

given by a Freundlich isotherm with a Freundlich exponent equal to a constant value.

Moreover, the higher order correction terms have a non-negligible effect on the

correct transport behaviour and should be taken into account. For comparison, in Fig.

5.22 the effective adsorption isotherm from ( 5.64 ) and a Freundlich adsorption isotherm

with =0.12, =-0.32, and =0.726 are plotted as a function of the

dissolved concentration. As one can see, the two adsorption isotherms differ considerably

from each other. The effectively adsorbed concentration is bigger corresponding to a

stronger retardation of the transport processes. Indeed, as the dissolved concentration

decreases, the difference between the two adsorption isotherms grows. For the

logarithmic terms increase very rapidly; thus, more mass is adsorbed on the soil matrix.

This leads to an infinitely large retardation.

In order to numerically verify the effective transport behaviour in a variable Freundlich

exponent field one considers a one-dimensional transport case. First, the transport equa-

tion ( 7.1 ) is solved numerically. The adsorption term is given by a Freundlich equilibrium

isotherm with a log-normally distributed Freundlich exponent around a mean value

. One considers two different situations according to two different values of

the variance and 0.12. Note that the values of the variance are kept small

because the calculation of ( 5.64 ) is performed only for small variances. The domain is

resolved by elements of grid size and contains 1 000 cells. The dispersivity is
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set to . The tracer is released point-like in space and time with

g m-1. The advective part is solved by the method of finite differences with a Courant

number . The numerical procedure is repeated for an equivalent transport

situation with an effective adsorption isotherm as given in ( 5.64 ).

In Fig. 5.23 the result of the calculations with is plotted. Here, one compares

distributions of dissolved concentrations at the transport time . The influence

of the fluctuating Freundlich exponents is visible from the concentration tailing which is

no longer smooth. As one can see, the heterogeneous concentration profile is very well

reproduced by the effective transport. It is not expected to be able to reproduce the whole

irregular structure of the tailing. However, the front position as well as the general evolu-

tion of the tailing match perfectly. A reasonable match of the two solutions appears still

after a sampling of about 100 different p-values and holds as function of time and space.

The center-of-mass movement for transport with variable Freundlich exponent is essen-

tially slowed down compared to a homogeneous transport situation with a Freundlich

exponent . In Fig. 5.24 the breakthrough curves at =60 m in the homo-

geneous transport case and with variable ( =0.12) Freundlich exponent are plotted. As

one can see, the concentration front in the heterogeneous transport situation arrives

Fig. 5.22 Effective adsorption and Freundlich isotherm
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retarded. This behaviour can be explained by the influence of the logarithmic terms in

( 5.64 ) causing a stronger retardation (see figure Fig. 5.22). Moreover, Fig. 5.24 re-

presents again the very good agreement between the solutions with spatially variable

Freundlich exponent and the theoretically predicted effective transport with the new iso-

therm ( 5.64 ).

Fig. 5.25 shows a double-logarithmic representation of the breakthrough curves from Fig.

5.24. Since in the homogeneous transport situation the tailing decrease is given by a

power law function of time , see [ 33 ], the decrease of the heterogeneous

breakthrough curve varies with time. Obviously, the stronger retardation of the hetero-

geneous transport cannot be reproduced by an effective isotherm of Freundlich type with

a constant Freundlich exponent. The adsorbing behaviour depends on the concentration

field. Especially, smaller concentration values are more strongly retarded than in the case

of Freundlich-type adsorption.

In Fig. 5.26 the solution of the heterogeneous transport with =0.12 at time t=10+8 s is

plotted. The increased variance is reflected in a stronger “roughness” of the tailing re-

presenting the bigger spatial differences in the adsorption behaviour. The concentration

distribution fits very well with the simulation result with an effective adsorption isotherm.

Fig. 5.23 Concentration distribution at t=108 s
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Fig. 5.24 Breakthrough curves in linear representation

Fig. 5.25 Breakthrough curves in double-logarithmic representation
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Fig. 5.26 Concentration distribution at t=108 s

Fig. 5.27 Breakthrough: impact of heterogeneity on the first arrival time
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The higher contrasts in the random field influence essentially the solute migration. Com-

pared to the transport situation in Fig. 5.23 the transport is more strongly retarded. As the

variance grows, the first arrival time of the heterogeneous breakthrough curves is shifted

to later times. As shown in Fig. 5.27, the difference to the homogeneous transport case

with at x=60m is essential still for a variance as small as =0.02 and

increases for higher values of . This behaviour can be explained by the impact of small

values of the variable Freundlich exponent which retard the transport additionally.

Especially, the small concentrations at the tail are considerably affected. As a result, more

mass gets stuck around the initial position and the tailing is widely spread.

The results of this subsection are very important in understanding upscaling and effective

transport behaviour. They show that upscaling of heterogeneous structures does not

necessarily lead to upscaled parameters in the macroscopic process but can cause a

completely different character of the transport processes involved.

5.3.3.2 Asymptotic Results

In the following, the investigations are extended to the asymptotic behaviour of the

transport parameters and the results from homogenisation theory are used to derive the

transport equation on large scales.

Again, one starts with the assumption that for very long times the dissolved mass

becomes very small compared to the adsorbed mass. Therefore, the total concentration

in ( 5.38 ) can be approximated by

. ( 5.65 )

Here, denotes the spatially fluctuating Freundlich exponent. The inverse function of

 is given by

. ( 5.66 )
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As shown above, the type of the effective adsorption isotherm changes as an ensemble

average is performed. Consequently, the total mass in terms of the effective adsorption

isotherm ( 5.41 ) can be expressed as

. ( 5.67 )

For simplification, one assumes only lowest order Taylor expansion which allows to

rewrite the effective isotherm ( 5.64 ) in an exponential form. With this result the function

can be written as a function of the total concentration, the variable Freundlich exponent

and its statistical moments:

. ( 5.68 )

The expression for  is given in appendix D.

Inserting the result for into ( 5.45 ), the large-scale transport equation can be written as:

. ( 5.69 )

The function denotes the effective adsorption isotherm given in expression ( 5.64 );

 is the large-scale dissolved concentration.

The result in equation ( 5.69 ) is a novelty in stochastic groundwater hydrology. It shows

clearly that the upscaling of the small-scale inhomogeneities can essentially influence the

character of the large-scale transport behaviour. The small-scale heterogeneities are not

merely incorporated in large-scale transport parameters, but also the type of transport

equation is modified. This behaviour is very different from the treatment of heterogeneous
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transport equations where the heterogeneity is contained in a linear term. In the latter

case, the effective transport on large scales is given by the same type of differential equa-

tion as on the small scale. This applies for linear transport processes as well as for trans-

port with non-linear adsorption with heterogeneous velocities or in a stochastic field with

variable Freundlich distribution coefficient.

For the asymptotic effective dispersion we end up with a concentration-dependent result.

The effective dispersion coefficient in ( 5.69 ) is given by

. ( 5.70 )

The explicit form of can be found in appendix D. A closed

expression for the effective dispersion coefficient can only be evaluated numerically by

solving the auxiliary equation with respect to the random field . In this case, the random

field becomes also a function of the concentration field and depends on the explicit

shape of the adsorption isotherm. This behaviour also differs from the results for transport

with variable velocities or variable Freundlich coefficient. As a consequence, the results

for conservative transport can not be used for modelling of the effective dispersion.

Especially, for small concentration values the effective dispersion will increase very fast

leading to an infinite spreading of the solute cloud (see formula D.4).

5.3.3.3 Modelling of Effective and Ensemble Transport Behaviour

In order to verify the analytical investigations one studies numerically the transport in a

spatially variable Freundlich exponent field. The numerical solution of transport with

spatially variable Freundlich exponent is performed in a two-dimensional domain with a

constant flow velocity u=10-5 m/s. The domain includes 36 correlation lengths in longitu-

dinal direction and 40 correlation lengths in transverse direction. In order to ensure only

positive values of p, the heterogeneous Freundlich exponent field is assumed by

construction to be log-normally distributed with a mean value =0.75 and a variance

=0.12. The Freundlich constant is defined as =0.15 (g/m2)1-p. The solute is

injected into the domain as a line over the transverse direction instantaneously in space

and time with the initial concentration = 1 g m-2. The influence of the transverse mixing
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on the mixing behaviour is studied by comparison of simulations with three different

values of the transverse dispersivity =10-4, 0.0055, 0.055 m. Figures 5.29, 5.30, and

5.31 show the propagation of the initially line-like solute at four different times.

In Fig. 5.29 the results are plotted for very small values of the dispersion coefficients

which are of the order of magnitude of the numerical dispersion, =10-4 m. In

this case, the fluctuating Freundlich exponent field deforms the initially uniformly distrib-

uted solute front. Moreover, the distributions of the Freundlich exponent vary from stream-

line to streamline. This results in differently retarded solute transport and therefore

different velocities on the single streamlines. In particular, regions with higher p-values

( ) appear as “faster” streamlines. In contrast, small values of the Freundlich

exponent cause higher retardation effects. Especially, small concentrations are very

strongly retarded. This behaviour becomes apparent for longer travel times (e.g. for

t=2·10+7 s). Here, the small concentration values at the end of the tail are in fact infinitely

retarded and remain around their initial positions. A very broad, spatially wide-stretched

tailing results. The concentration distribution at every streamline is similar to Fig. 5.26.

Moreover, the movement of particles on single streamlines takes place independently

from each other. Because of the very small transverse dispersion, there is no effective

physical mechanism causing particle exchange and mixing between single streamlines.

As a consequence the differences between single streamlines increase with time.

In order to verify the results in homogenisation theory one has to perform the average

over an ensemble of possible realisations of the heterogeneous medium. The idea is

similar to the idea in section 5.2.5. Every streamline is considered as a single realisation

of the stochastic medium. The average over the 200 single streamlines is associated with

the averaged transport behaviour. As explained in section 5.2.5 one performs the average

over the streamlines according to our definition of ensemble and effective mixing. The

average over the concentration distributions at every streamline yields the so-called

ensemble average providing information about the ensemble mixing behaviour. The

effective mixing is associated with the average of concentration distributions whose

maximum positions have been superimposed before averaging. The ensemble and cen-

tered average concentration distributions at t=5·10+6 s and t=2·10+7 s and the equivalent

transport are shown in Fig. 5.28. The ensemble averaged concentration profiles confirm

the expectation: They are widely spread over the longitudinal direction. With time the

width of the distribution grows because of increasing concentration differences between

the single streamlines. As widely discussed in previous sections, the effective mixing
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parameters provide a more realistic information about the real mixing behaviour in the

stochastic domain. Comparing the ensemble with the centered average concentration

profiles this fact becomes much more clear. The centered average concentrations do not

contain the center-of-mass fluctuations between the single streamlines. Therefore, they

are more regularly shaped and present again the self-sharpening character of the non-

linear transport process. The essential impact of the averaging method on the shape of

the resulting averaged concentration agrees with the results from subsection 5.2.5 where

it was proved that the ensemble averaging procedure in the case of transport with variable

velocities leads to an additional broadening of the self-sharpening concentration front that

cannot be reproduced in local transport theory. This artificial averaging effect becomes

much more obvious in the case of fluctuating Freundlich exponents. Here, the widely

spread ensemble averaged concentration profile cannot be modelled by means of an

equivalent transport equation in local nor in non local theory. An equivalent ensemble

transport simulation can only reproduce the center-of-mass position and give information

about the arrival time of the maximum concentration. For other aspects, a fully hetero-

geneous simulation of the ensemble has to be performed.

Fig. 5.28 Ensemble and centered average of concentration distributions

at t=5·10+6 s (black) and t=2·10+7 s (blue)
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The centered average concentration profiles are compared with equivalent homo-

geneous simulations with an effective adsorption isotherm, as described in subsection

5.3.3. Because one does not know the explicit shape of the effective longitudinal disper-

sion coefficient one uses only the local dispersion with =10-4 m. As one can see, the

equivalent homogeneous simulations reproduce not only the center of mass position but

also the general shape of the centered average concentration profile. The differences are

due to the impact of the effective dispersion which was disregarded in the equivalent

simulations. Obviously, the effective dispersion coefficient particularly affects the small

concentration values. This agrees with the results from homogenisation theory where an

increasing dispersion coefficient as function of decreasing concentrations is derived. If

one turns back to Fig. 5.28 one sees that especially the small concentration values at the

tail and at the concentration front are additionally spread suggesting higher values of the

effective dispersion coefficient. It is reasonable to assume that the effective dispersion

does not affect the higher concentration values. Here, the difference between the

equivalent and the heterogeneous domain reflects the impact of the effective dispersion

on the small concentrations and mass conservation. For very large travel distances the

additional broadening of the concentration front increases and shows up as a small

“tailing” in front of the concentration profile. This reflects again the fact that the effective

dispersion becomes very large for small concentrations.

How this “tailing” in front of the concentration profile arises can be observed if we increase

the transverse dispersion. In Fig. 5.30 and Fig. 5.31 the results for =0.0055 m and

=0.0055 m and 0.055 m, resp., are plotted. The transverse dispersion smoothes out

differences between the single streamlines. As one can see, the contrasts in the domain

vanish as grows. The transverse dispersion decreases the concentration values at

single streamlines. Consequently, the transport is additionally retarded. Moreover, this

retardation is stronger than for transport with fluctuating velocities. Comparing Fig. 5.30

with the simulation in section 5.2.5, Fig. 5.12, one recognises that the typical time to cross

the middle of the domain has increased by a factor of 2. Moreover, as discussed above,

the concentration is widely distributed overall in the domain.

As it is discussed in subsection 5.2.4, the transverse dispersion influences the character-

istic dispersive time scale. The bigger the shorter the time is to reach the asymptotic

regime. Therefore, the bigger transverse dispersion corresponds to a larger “tailing” in

front of the centered average concentration profile. This “tailing” grows with time incorpo-

rating the concentration dependence of the effective dispersion coefficient. Moreover,
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different from the case of physical heterogeneity, concentration distributions and break-

through curves, respectively, cannot be observed to be well localised in space and time.

For very long travel times and travel distances the large-scale concentration will disperse

infinitely.

5.4 Conclusions

This part of the report was focused on the transport behaviour of non-linearly adsorbing

solutes in heterogeneous porous media. In particular, equilibrium adsorption reactions

described by a Freundlich-type adsorption isotherm are examined. The heterogeneity of

the medium was associated with spatial variability of the underlying formation materials

and their physical and chemical properties. Therefore, the influence of three different

fluctuating parameters were studied: Spatially variable conductivities were related to a

Fig. 5.29 Concentration distribution for fluctuating Freundlich exponent

= =10-9 m2 s-1D11 D22
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heterogeneous velocity field. The different adsorption affinity of the differently spatially

distributed materials appeared in a spatially variable Freundlich distribution coefficient

and Freundlich exponent. Moreover, it is assumed that these fluctuations take place on a

scale which is small compared to the intrinsic scale of the solute transport.

Especially, it was focused on the impact that the small-scale variability might have on the

transport behaviour on large scales. The aim was to develop an effective transport theory

presented by a homogeneous equivalent transport equation which incorporate the small-

scale variations in ensemble averaged transport parameters. Additionally, formulae for

calculation of the averaged transport parameters were derived. Here, two conceptually

different averaging methods leading to the so-called ensemble and effective transport

parameters were introduced. The difference between the effective and ensemble disper-

sion is well-known from the linear transport literature: The ensemble dispersion coeffi-

Fig. 5.30 Concentration distribution for fluctuating Freundlich exponent

=5.5·10-7 m2 s-1 and =5.5·10-8 m2 s-1D11 D22
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cient takes into account artificial mixing effects due to the sample to sample fluctuations

of the centre of mass. This effect is suppressed by the effective dispersion coefficient

which is defined as ensemble average over the dispersion coefficients in the single

realisations.

In the case of physically heterogeneous media explicit results for the ensemble and

effective dispersion coefficients were derived. It was found that the effective mixing

behaviour of a solute can be reproduced by an equivalent transport model by replacing

the local small-scale dispersion by space- resp. time-dependent effective dispersion

coefficient. In contrast, the ensemble mixing transport behaviour cannot be reproduced

by an equivalent transport model of the same type as on the small scale. The reason is

that the ensemble dispersive flux does not localise in time and space because of the very

sharp concentration front. In order to avoid this inaccuracy the transport equation was

Fig. 5.31 Concentration distribution for fluctuating Freundlich exponent

=5.5·10-7 m2 s-1 and =5.5·10-7 m2 s-1D11 D22
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solved taking into account a non-local ensemble dispersive flux. Consequently, depth-

averaged concentration profiles have to be modelled by means of an equivalent homo-

geneous transport equation with a non-local dispersive flux. However, one has to be

aware of the fact that this non-local dispersive flux does not account for the real dilution

process in a heterogeneous formation - neither for transient nor for asymptotic times.

For chemically heterogeneous media the influence of a fluctuating Freundlich constant

on the one side and the influence of a variable Freundlich parameter on the other side

were investigated. In the case of adsorbing transport with a randomly distributed

Freundlich distribution coefficient the resulting upscaled transport equation is of the same

type as on the mesoscopic scale. The fluctuating parameter is replaced by its mean value.

The effective dispersion coefficient reaches a constant value. In lowest order the result

for the effective dispersion coefficient is exactly the same as for conservative transport.

However, as the variance increases this result changes. The effective dispersion co-

efficient is not the same as in linear transport theory and is affected by higher order

correction terms. Such behaviour considerably differs from the investigations in linear

transport theory and non-linear transport with variable velocities. A larger effective

dispersion coefficient can essentially affect the solute migration. For example, a larger

dispersion can cause a stronger retardation of the solute and therefore an overestimation

of first arrival times and maximum peak concentrations.

In contrast, the transport on macroscopic scales of a solute in a variable Freundlich

exponent field differs considerably. It is represented by a transport equation which has a

completely different structure as on the mesoscopic scale. First of all, the effective

adsorbing behaviour is no longer given by a Freundlich-type isotherm but by a new iso-

therm which depends in a complicated functional relationship on the dissolved concen-

tration and the statistical properties of the random field distribution. The influence of small

values of the randomly distributed Freundlich exponents appears in logarithmic terms

which essentially retard the solute migration and affect in particular small concentration

values. Consequently, the small concentrations are much stronger retarded as in a

homogeneous transport situation with a Freundlich exponent equal to its mean value. A

spatially extended tailing results. The additional retardation effects grow as the variance

increases. Moreover, the different adsorption behaviour on the mesoscopic and macro-

scopic scale causes a concentration-dependent effective dispersion coefficient whose

explicit form is affected by the effective adsorption isotherm. Consequently, the spreading

behaviour of the solute varies with time and at different locations in the domain. It was
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found that especially for small concentration values the effective dispersion becomes

infinitely large. Thus, the general behaviour of a solute cloud in a heterogeneous domain

with spatially variable Freundlich exponents strongly differs from the transport with

variable velocity and distribution coefficient. It is mainly influenced by two processes: the

very strong retardation leading for very large times and travel distances to an almost

vanishing transport velocity and the very large dispersion coefficient as function of the

dissolved concentration. Therefore, it can be expected that in the asymptotic regime the

solute will disperse infinitely by keeping the centre of mass spatially practically fixed.

The results of the stochastical modelling can be very useful for the correct understanding

of field experiments, performing risk assessment and remediation schemes. They can be

applied for modelling of non-linearly adsorbing transport by means of equivalent transport

models with effective dispersion coefficients as function of time or space. Moreover, they

make an important contribution to the general understanding of the method of upscaling

and the resulting consequences for modelling of processes on macroscopic scales. In

groundwater hydrology it is common practice that small-scale variabilities in the physical

and chemical properties of the underlying materials are often smoothed out by spatial

averaging over a representative volume or using stochastic modelling. The main assump-

tion in such investigations is that the small-scale dynamics of the processes can correctly

be reproduced by an effective law at the large scale. Another assumption concerns the

form of the effective law. In general, the flow and transport behaviour on the larger scale

is modelled by the same type of equations as on the small scale by incorporating the

small-scale variations in appropriately defined, averaged parameters.

In the case of linear processes such as flow in saturated media, conservative solute

transport etc. such kind of approximations turned out to successfully reproduce the

experimentally observed behaviour on macroscopic scales. However, in a more general

case natural processes are not linear. The dynamics of the small-scale heterogeneity can

essentially influence the large-scale behaviour. Consequently, the effective law can

essentially vary from the small-scale process. Even worse, for a more complicated

physical phenomenon an effective law might not exist. This means that for the most

general processes simulation of a large realisation or an ensemble of realisations incor-

porating small-scale heterogeneity is unavoidable. Exactly in this situation a very efficient

transport model solver such as r3t is required.
89



In this work a very simple case of really non-linear dynamics was considered. However,

already in this case it was found that upscaling of the small-scale variability results in a

completely different transport equation on the macroscopic scale. Moreover, averaged

transport parameters such as the dispersion coefficient are not represented by a constant

value, but become a function of the concentration field and thus of time and space.

It is shown that the kind of averaging used can be very important for modelling and

understanding of experimental data. In this work, it is distinguished between two different

averaging procedures. In linear theory, it is assumed that they become equal as soon as

the solute has spread over some longitudinal correlation lengths. In non-linear transport

theory, it was proven that already in the very simple case of fluctuating velocities, the

ensemble average generates artificial spreading effects which do not vanish even in the

asymptotic regime. The difference between ensemble and effective averaging becomes

much more pronounced in the case of variable Freundlich exponents. In particular, the

ensemble dispersion will never represents the real mixing behaviour. After all, non-linear

transport processes should be modelled with care. A kind of “naive” modelling can lead

to considerable mistakes in general predictions of concentration peaks, first arrival times,

migration and location of contaminants. Possibly the numerical modelling based on small-

scale heterogeneous fields and the small-scale transport equation is the only reliable

alternative in risk assessment.
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6 The Software Package r3t

The software package r3t comprises three almost independent parts: preprocessor,

simulator, and postprocessor.

6.1 The Preprocessor

The input data which has to be provided by the user essentially consist of two parts: the

data describing the model, and the data controlling the numerical algorithms.

6.1.1 Input Data to Describe the Model

To conduct a simulation with the computer code r3t some special data are needed. This

data are written by the preprocessor into various input files which afterwards can be read

by the simulator. The data needed comprise results from release calculations for the near

field, from flow modelling for the overburden and parameters which define transport and

retention for the far field. It is assumed that the sources of radionuclides (pollutants) are

given as time-dependent mass fluxes. These distributions of mass fluxes are usually

defined by results of near-field modelling with the computer code EMOS[ 19 ], [ 128 ].

Concerning the flow field data one uses the stationary or transient velocity field generated

with the code d3f [ 45 ]. For this reason the description of the structure model is given by

the d3f input file geometry. In future it is planned to provide filters in order to use results

from flow simulators other than d3f.

Fig. 6.1 Directory structure of input and output of r3t

/model name

version name 1 version name 2 version name 3

config data log scripts
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In general every input and output data are located in the same directory which has the

structure shown in Fig. 6.1.

Principally the mks system is used, i.e. m, kg and s, and derived units, respectively.

Particularly time is given in seconds. Possibly one uses the results of simulations with

different computer codes. Some of these simulators use different units for time. For

example Darcy velocities from d3f are given in m s-1, but mass fluxes from EMOS are in

mol y-1. The preprocessor converts this into time units s. The various data are written in

different files. In Fig. 6.2 the organisation of the data input is shown. As is depicted in Fig.

6.1 every input file for a simulation has to be in the same directory. To perform a transport

simulation seven input files have to be given anyway and additional two files are used

optionally for special purposes.

6.1.1.1 The Input File: pollutant

This file comprises the selected radionuclides (pollutants), mother-daughter relations as

well as half-lifes T1/2 and decay constants λ, respectively. Initially these data are taken

from results of near field simulation with EMOS but they can be changed by the prepro-

cessor. It is possible to neglect nuclides simply by omitting or by combining the mass flux

with the mass flux of the daughter nuclide. Anyway the neglecting of nuclides should be

treated with respect. It is only valid if the half-life of the neglected nuclide is very small in

comparison with the half-life of the daughter. To neglect a nuclide it is not sufficient that

the initial inventory of that nuclide is zero.

Further on the agents which are transported as well are given. They change the solubility

limits and the Kd-values, respectively.

6.1.1.2 The Input File: geometry

The input file geometry is identical to the d3f input file of the same name. It contains the

geometrical definition of the modelled area and the appropriate hydrogeological units and

their names. The file comprises informations about hydrogeolocical units (unit-info),

polylines (line-info), surfaces (surface-info), and points (point-info).
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6.1.1.3 The Input File: retention

In the input file retention every hydrogeological unit defined in geometry is assigned to

materials. With the help of materials hydrogeological units which do not differ in transport

and retention parameters can be combined. Thus the parameters for the various materi-

Fig. 6.2 Modelling and numerical input data

seven obligatory and two optional, and one numerical control file
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als have to be subsequently given once. Apart from transport parameters these are

element-specific sorption and solubility limits. It is possible to define the diffusion constant

material-specific as well as element-specific. If KD-values or solubility limits are used as

functions of agents one has to define the name of the agent, the name of the function,

and the parameters of the functions. If the immobile pore water model is used retention

parameters have to be defined for sorption in the immobile area. In that case only

equilibrium sorption is accepted.

6.1.1.4 The Input File: boundary

The input file boundary contains the total amount of boundary conditions which can be

stationary or transient. Since one does not want to give boundary conditions for

pollutants and agents, resp., the first given boundary conditions are valid for every

pollutant and every agent. After that one can define exceptions for several pollutants

and agents. Parts of surface (surface-ids) with identical boundary conditions can be

combined and labelled. This label is only used by the preprocessor pre-mod and serves

for identification of boundary conditions. The following boundary conditions may be

chosen:

- level

Dirichlet’s condition (fixed concentration). It can be defined as const or as function.

- flux

Cauchy’s condition (total mass flux is fixed). It can be defined as const or as

function.

- dissolution

Total mass flux is fixed to be proportional to the difference in concentration inside and

outside the boundary.

- out

Diffusive/dispersive flux is set to zero.

- trans

Diffusive/dispersive flux is fixed to be constant.
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- inout

This boundary condition is fixed by flow modelling (i.e. by d3f simulations). Depending

on the direction of flow velocity the domains of inflow and outflow are defined. In inflow

domains the concentrations of the inflowing pollutants are fixed as const or as

function while in outflow domains the diffusive/dispersive mass flux vanishes.

If no boundary condition is explicitly defined for any part of boundary it is automatically

assumed that this part of boundary is impermeable.

6.1.1.5 The Input File: initial

Initial conditions have to be defined for all pollutants and agents. They are given in the

input file initial analogously to the input of d3f. Usually the initial conditions are equal for

every substance. Therefore general initial conditions are defined firstly for all substances

and occurring exceptions are given afterwards.

Initial conditions can be specified as a global constant or as a spatial function. Again

these global parameters can be regionally overwritten by constants or spatial functions

for various hydrological units. Another possibility to define global initial conditions is the

declaration of a concentration field given on an equidistant rectangular grid. For that

purpose the numbers of grid points, the origin, and increments for the directions in space

have to be given as well as the concentrations at the grid points. That global declarations

are not regionally overwritable.

6.1.1.6 The Input File: flow

The input file flow comprises informations about velocity and density field. This informa-

tion is described by absolute path names of d3f results. One has the possibility to define

a constant velocity field in giving the components. If no density driven flow is modelled

the density of the fluid has to be defined.
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6.1.1.7 The Input File: sourceterm

The input file sourceterm comprises the time behaviour of the pollutant rate which are

considered at their entry point to the overburden. Usually these data are taken from an

EMOS simulation. If some agents which enter the overburden coming out of the mine

workings are modelled, the output file of EMOS has to be enlarged by the appropriate

inflow rates of the agents.

It is allowed to model several sources (sinks) which are distinguished by different names.

For every source firstly the names of the pollutants which enter the overburden at that

source are defined. Subsequently the shape of the source is determined as point-, line-,

square-, or cuboid source (sink). Finally the temporal behaviour of the pollutant rate is

defined as constant or δ-shaped or is given at discrete time points. If the rates are given

at discrete points for each time step and for each pollutant they are linearly interpolated

on demand.

6.1.1.8 The Input File: speciation

This input file is provided for future development: coupling of a speciation code to r3t.

6.1.1.9 The Input File: agents

This input file is not realised, yet.

6.1.2 Input Data to Control Numerical Algorithms

The data which are needed to control numerics are written into the three following files:

defaults.scr contains any parameter which may be changed by the user. This input file

is generated or changed by the preprocessor. The file advance.scr contains other

parameters which must not be changed by a “standard” user. Only advanced users with

large experience are allowed to modify it. Finally the file r3t.scr contains the course of

execution. This file should never be changed.

The preprocessor of r3t is platform independently coded in Java. It is equipped with a

graphical user interface (GUI).
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6.1.3 Using the Preprocessor

When input data for r3t are generated with the preprocessor one has to distinguish two

cases: the new development and the modification of model data. In the first case all data

have to be fed to the computer while in the latter case only some data have to be changed

or completed. Already entered data are shown as default values and can be changed or

accepted. After the selection of creating, changing or copying a model and the defining

of the appropriate path names one ends up with the window shown in Fig. 6.3. Here one

has to decide which of the input files have to be generated or changed. The user is guided

to prepare the model data or the numerical control parameters, which have to be provid-

ed.

6.2 The Simulator

The efficient numerical simulation of reactive contaminant transport in porous media in

large domains has been a major research issue within the last decade. In order to be able

to compute such transport phenomena in three dimensions several modern numerical

techniques have to be applied to ensure reasonable computation times. Such techniques

include higher order discretisations, efficient solvers of the resulting non-linear systems

of algebraic equations, and the usage of parallel computers.

Several mathematical models are required to be solved by r3t. Their description can be

found in Section 4 on “Conceptual Model and Mathematical Description”. As there are

some common features of all of these models, an abstract unique mathematical model is

presented later.

Many difficulties arise from the complexity of solving this general mathematical model.

First, nontrivial (three-dimensional) computational domains are to be used and very long

time simulations are expected. This requires an application of unstructured computational

meshes with local grid adaption and some careful control of time discretisation steps.

Second, the mathematical model includes a system of convection dominated transport

equations with different (in general non-linear) retardation factors for each transported

contaminant and these equations are coupled by decay reactions. To our knowledge, no
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satisfactory algorithm for this type of equations was previously developed. The existing

algorithms, in general, require very small time steps (i.e., very long simulation times), or,

otherwise, they exhibit a large time discretisation error.

Third, the case of fast non-linear sorption with Freundlich isotherms can lead to a devel-

opment of shocks in the solution and special algorithms must be used to resolve well such

situations. If the transport of a single chemical element with several particular nuclides is

modelled with non-linear sorption, a nontrivial non-linear coupling of the available trans-

port equations occurs.

Fourth, a very large number of partial differential equations, possibly coupled with an even

larger number of ordinary differential equations, must be solved by r3t. A very efficient

memory format for the discretisation matrices is required, otherwise numerical simula-

tions can not be provided in a reasonable computational time.

Fig. 6.3 “Create/Edit Input” window of preprocessor

with switch to numerical control parameters
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Finally, for a large number of equations, especially, if one thinks about more complex 3D

examples, computations on parallel computer systems will be possible with r3t.

Last but not least, a user-friendly interface is required to enable a straightforward, practi-

cally oriented, numerical modelling of typical applications when using the software tool

r3t.

6.2.1 Summary of Obtained Results

In next subsections, the results concerning the development of r3t are summarised,

especially the implementation of data exchange between r3t and d3f, a user interface, a

parallelisation, an adaptivity, and solvers. In sections afterwards, the general mathe-

matical model and discretisation methods that are used in r3t to solve it numerically are

described.

The software tool r3t is based on the numerical library UG (Unstructured Grids) [ 7 ], in

analogy to d3f [ 45 ]. In practice this means that only requirements of a specific application

based on UG, like the management of input data or the discretisation methods, must be

implemented with larger effort. Other parts, like the data management (geometric and

algebraic), the solvers, etc., can be used within UG with only slight or no modifications.

6.2.1.1 Data Interface Between r3t and d3f

The main purpose of r3t is to realise numerical simulations of radionuclides transport

using the results of d3f for the modelling of groundwater flow with variable density. More-

over, the geometrical modelling of computational domains, the grid generation, etc., can

be realised with tools available in d3f and used with r3t afterwards.

Fig. 6.4 An illustration of velocity and density data from d3f
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The computational results of d3f in the form of data describing the velocity field can be

saved directly within d3f. Afterwards, they can be read by r3t and used in numerical

modelling of the convective transport of radionuclides.

In most of applications, the computational grid that accompanies the velocity data from

d3f can be used directly in r3t. This has several advantages, especially concerning the

modelling of velocity data, that are, in such a way, used in the origin approximation quality

from d3f (a piecewise linear profile in space). The same is valid for the density data that

can be saved in d3f and used in r3t, if variable density flow is considered.

The main disadvantage of this approach is that the velocity and density data are modified

in r3t with each grid adaption, and, consequently, the origin information can be lost. For

instance, if a local grid coarsening is used, the data on a corresponding finer grid will be

deleted. Consequently, the grid from d3f shall be used in r3t, for instance, if one uses only

grid refinement. If a local grid coarsening is applied, later refinement at the same place

does not use the origin “finer” data.

To enable also a more flexible grid management, one can save the velocity data from d3f

in a grid independent format that was developed specially for r3t. In such a way, with each

grid adaption the origin data are not lost and they can be reread to fit to the new compu-

tational grid.

Due to a complexity of this approach, the velocity data are saved only in a piecewise con-

stant form with respect to the finest grid in d3f. Consequently, this new format for the

velocity data shall be used, if an enough fine grid was used in d3f, and if some flexible

grid readapting is required in r3t. The disadvantage is that the origin approximation quality

of the velocity field in d3f is lost (i.e., the piecewise linear profile), and the corresponding

recalculations of velocity and density data after grid adaption are more time consuming.

Fig. 6.4 illustrates a possible modelling of 2D groundwater flow with variable density. The

picture of input velocity and density data was plotted using r3t.
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6.2.1.2 Preprocessing and Postprocessing Tools in r3t

The geometrical and physical data, like the description of computational domain, the

model parameters, etc., can be defined using a readable format of configurable files.

These are geometry, pollutant, retention, flow, sourceterm, initial, and boundary.

They can be created using a graphical tool developed during this project, see Section 6.1

“The Preprocessor”.

The processing of these input files in r3t is realised using tools of compiler design [ 2 ] like

FLEX (scanner generator) and BISON (parser generator). These tools help to generate

C files that are included in r3t and that are responsible for the reading of input parameters

from the configuration files. In such a way, the processing of input files can be realised in

an efficient way and (more likely) error free.

To control the parameters of numerical methods, script files with an UG own programming

language are used. To make the runs of r3t as simple as possible for typical users, the

most important parameters are collected in the single file defaults.scr. In fact, only this

one file should be modified by an user to control specific requirements of his/her particular

example. A graphical interface was implemented again to prepare this file, see section

6.1 “The Preprocessor”.

As there are several other parameters that can be defined for all UG and r3t script com-

mands, the script file advance.scr is available. This file is meant only for advanced users

or for special research on numerical methods, and the parameters there should not be

changed in typical applications of r3t.

A general single run-script file r3t.scr was developed. Both script files advance.scr and

r3t.scr must be called at the end of the initialisation file defaults.scr. It calls all UG and

r3t commands to realise numerical simulation, see [ 52 ]. This file is hidden for typical

users of r3t. Nevertheless, some special requirements or modifications can be realised in

a relatively straightforward way, if it is necessary, because the script files offer very large

flexibility in the control of r3t.

Finally, let us note that the results of r3t, if saved in a standard UG format, can be read

and used by the powerful graphical postprocessing tool GRAPE, see section 6.3 on “The

Postprocessor”. In fact, not only the direct results of r3t can be saved for the visualisation
101



with GRAPE, like the mole concentration of dissolved contaminant, but also other data

that require some postprocessing computations in r3t, e.g., the concentration of adsorbed

contaminant for the case of equilibrium sorption.

6.2.1.3 Parallel version of r3t

The numerical library UG is available for several parallel computer platforms. In practice,

if standard discretisation methods are implemented for some particular application of UG

in a correct way, almost no special implementation is necessary concerning the parallel-

isation of the code.

In such a way, also the computations with r3t can be realised on parallel computers and

large scale simulations with enormous requirements on computer memory and compu-

tation times are possible. All important numerical algorithms that are available in r3t are

functional also on parallel computers.

In [ 60 ], test examples were referred that were realised with r3t during its development.

For instance, an example of transport of 26 radionuclides in a three-dimensional complex

domain with 5 millions of grid points was realised using 64 processors of the HELICS

parallel computer (an AMD-based PC cluster).

The important advantage of UG (that is used also by r3t) is that the problem independent

parts, like the grid data management, the solvers, the visualisation, etc., have been

implemented also for parallel computer platforms. From this point of view, a further

development of UG contributed also to the development of r3t [ 93 ], [ 8 ], [ 92 ].

6.2.1.4 Adaptivity

An important part of any numerical simulations for complex applications is a grid and time

adaption. Clearly, if one wish to obtain a numerical solution that approximates well an

analytical one, one has to control the discretisation errors resulted from approximations

of the exact solution in space and time.
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Without any a-priori or a-posteriori estimation of such errors, one has no other chance to

obtain a “discretisation independent” numerical solution than to refine uniformly compu-

tational grid and to use very small time steps. On the other hand, with some knowledge

of discretisation errors, one can refine the computational grid locally and one can use

reasonable time steps. Of course, the advantage of this approach concerning the duration

of computations is enormous with respect to the first one.

The refinement of computational grids is necessary strictly only to improve the numerical

approximation of the convection-diffusion-dispersion differential operator. An effective

error indicator of numerical errors for standard discretisation methods of convection-

diffusion-dispersion partial differential equations was developed, see section 6.2.11 on

“The Error Estimator”.

The estimator is implemented in r3t to mark these elements of computational grid for a

further refinement, where large numerical errors from the approximation of convection

and diffusion-dispersion are detected. In such a way, in numerical simulations with r3t

users can utilise locally adapted computational grids within computations for each time

step.

To estimate the time discretisation error, some well-known indicators used like the Cour-

ant number, appeared to be appropriate for computations with r3t. As there are several

numerical algorithms available in r3t, including some non-standard ones, different error

indicators are necessary for the control of time and space discretisation errors.

This report and the User’s Guide for r3t [ 52 ] explain in more detail, how one can

successfully realise numerical simulations using grid and time automatic adaption in r3t.

Together with the possibility to use parallel computations of complex applications, the

simulator r3t offers the highest level software tools for realistic computations of problems

dealing with radionuclides transport in subsurface.

6.2.1.5 Solvers in r3t

Natural and robust solvers for numerical simulations that are realised on hierarchical grid

structures are the multigrid solvers, see, e.g., [ 142 ]. In fact, such solvers are the most

important part of UG library and they are exploited successfully also in r3t.
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Very large number of partial differential equations coupled with ordinary differential equa-

tions has to be solved with r3t. Such difficult task must be resolved using an optimal format

for discretisation matrices, otherwise extreme requirements on the size of computer

memory can make the computations impracticable.

In practice, additionally to the sparsity of matrices due to local discretisation methods, the

sparsity due to the mathematical model must be utilised. If the number of unknown

radionuclide concentrations is, e.g., 26, the standard format would require the block

matrices with 26 ✕ 26 blocks, although, in fact, each off-diagonal block can be repre-

sented by a single scalar number (!) instead of the block matrix 26 ✕ 26. This is the case

if all physical parameters for the modelling of convection-diffusion are identical for each

of 26 unknown contaminant concentrations.

The matrix format that can resolve the sparsity inside of mathematical models, was

proposed and implemented in UG by Neuss [ 104 ]. Fig. 6.5 should illustrate this matrix

format resulting from some “sparse” coupling of equations in our mathematical model.

Using this efficient matrix format, very large systems of equations can be solved by r3t.

A formal test was reported in [ 60 ] for an example with 120 components on some coarse

computational grid.

Fig. 6.5 Example of sparse matrix format for transport of eight radionuclides

modelled with two partial differential equations and six ordinary differential

equations. On the left a diagonal block of the matrix and on the right an off-

diagonal block can be seen.

∗ 0 ∗ 0 0 0 0 0 0 0 0 0 0 0 0 0

∗ ∗ 0 ∗ 0 0 0 0 0 0 0 0 0 0 0 0

∗ 0 ∗ 0 ∗ 0 0 0 0 0 ∗ 0 0 0 0 0

0 ∗ ∗ ∗ 0 ∗ 0 0 0 0 0 ∗ 0 0 0 0

0 0 ∗ 0 ∗ 0 ∗ 0 0 0 0 0 0 0 0 0

0 0 0 ∗ ∗ ∗ 0 ∗ 0 0 0 0 0 0 0 0

0 0 0 0 ∗ 0 ∗ 0 0 0 0 0 0 0 0 0

0 0 0 0 0 ∗ ∗ ∗ 0 0 0 0 0 0 0 0
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6.2.1.6 Numerical Methods

The most important part of the research work at Heidelberg university was the develop-

ment of specific numerical algorithms that appeared to be necessary for a successful

solving of typical applications with r3t.

All numerical algorithms that can be used in r3t for solving of radionuclides transport

problems are based on finite volume methods. In such a way, every computations realised

with r3t are based on a discrete local mass balance formulation. Together with appropriate

discretisation of flux based boundary conditions, all numerical schemes preserve the

mass on local and global level, i.e., on a computational cell (the finite volume) and on a

whole computational domain. This topic will be explained in next Sections in more details.

The Finite Volume Methods (FVM) are very well-known discretisation algorithms and they

were applied to solve many diverse applications. For the problems of convection-diffusion

equations, the implicit form of FVM is very popular and it was used also in d3f [ 49 ]. This

method is available in r3t, see later.

Nevertheless, the application of such implicit FVM for the specific mathematical equations

to be solved by r3t can bring in some cases several disadvantages.

First of all, the decay reactions can be described by very large constants of reaction rates

that result in impracticable restrictions on the choice of time steps. To overcome this

difficulty, the exact solution of ordinary differential equations describing the decay

reactions was implemented in r3t [ 61 ].

Furthermore, the so called maximal grid Peclet number can be very large for some

computational examples, if grids are used which are not fine enough. As it is shown later,

the standard fully implicit FVM (the central difference method), if used with too large time

steps, can lead not only to unphysical oscillations in numerical solution, but also to a large

artificial longitudinal dispersion. See Fig. 6.6 for a well-known example of rotated

Gaussian impulse with zero diffusion.
105



To overcome such situations, a new second order explicit discretisation scheme for the

convection equation with flux limiter was developed and implemented in r3t [ 54 ], [ 51 ].

This method coincides in one-dimensional (1D) case with well-known Lax-Wendroff

method for hyperbolic equations, see, e.g., [ 94 ], and it was extended, together with a

special local flux limiter to avoid unphysical oscillations, for unstructured grids as required

by r3t.

Nevertheless, even if the reaction equations are solved exactly and the convection equa-

tions with some higher precision, they can be combined only using the so called operator

splitting approach. This works very well, if the two involved operators commute, but

otherwise, a large time splitting error can occur.

For the system of convection equations with different retardation factors that are coupled

through decay reactions, such large time splitting errors can occur. A novelty second

order explicit discretisation method was developed for this type of equations and imple-

mented in r3t [ 61 ], [ 55 ]. To our knowledge, up to now, no satisfactory algorithm was

Fig. 6.6 Gaussian impulse rotating in a circle with zero diffusion

Illustration of numerical errors, if fully implicit, central difference discretisation

scheme is used with large time steps for purely convective transport. The

example is a Gaussian impulse that rotates in a circle with zero diffusion: the

initial function (left), the exact solution after the half of rotation cycle (middle),

and the corresponding numerical solution (right). Note unphysical

oscillations and large artificial longitudinal dispersion in the numerical solu-

tion.
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available for such problems, see, e.g., [ 113 ]. The new scheme is, in fact, exact for 1D

case with constant data, and it is based on the idea of Godunov method [ 94 ] for 2D and

3D case.

Of course, the explicit discretisation scheme for convective transport has the well-known

CFL restriction for the choice of time steps. This is not very restrictive to some level of

grid refinement, but, especially if very fine local grid adaption is used, it can require too

small time steps.

For such cases, a new flux-based method of characteristics for the convection-dominated

transport [ 50 ], and later also for coupled system of convection equation [ 51 ] was

developed and implemented in r3t. This numerical algorithm can be seen as an extension

of previously mentioned second order explicit discretisation scheme for the case of grid

Fig. 6.7 Gaussian with decay rotating in a circle

Illustration of numerical errors, if standard operator splitting method is used

with too large time steps for convection-decay equations. Analogously to Fig.

6.6, the example is a rotated Gaussian impulse with decay, where the

product of the decay reaction (the second component in the right picture) is

transported with almost zero velocity. The solution was obtained with 12 time

steps and the large time splitting error of the operator splitting method is

clearly visible for the second component.
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Courant numbers larger than 1. This method can solve convection-dominated transport

without the CFL restriction on time steps, without nonphysical oscillations, and without

violation of a local mass balance formulation.

Moreover, the flux-based method of characteristics for a system of transport equations

includes in a natural way the treatment of decay reactions, avoiding the time splitting error

of standard operator splitting methods. See Fig. 6.7 for an illustration of such errors,

where numerical results with standard operator splitting method for the transport of 2

radionuclides are presented. The transport of the second component is very slow due to

a very large retardation, and one can clearly see all (large) discrete steps of the sequen-

tial solving - first, only the decay was solved, secondly, only the convection was solved.

Compare these results later with the results in Fig. 6.12, where the time splitting error is

reduced significantly.

Finally, for the case of transport with equilibrium non-linear sorption, appropriate exten-

sions of the previous explicit methods to resolve correctly shock formations in numerical

solutions, were implemented in r3t. In [ 76 ], very precise numerical solutions for the 1D

convection-diffusion equation with Freundlich and Langmuir non-linear sorption iso-

therms were developed, see Fig. 6.8 for some typical results. The computations with r3t

for analogous examples confirmed that numerical solutions of the same approximation

quality can be obtained.

Fig. 6.8 Numerical solutions of the equation

for d=10-2, 10-3, 10-4 at some fixed time point (from the left to the right) that

are compared with the exact solution for d=0.
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In the following section, we describe in more details all important numerical algorithms

used in r3t. At the end, we summarise the advantages and disadvantages of each method

and we propose general guidelines for the user of r3t concerning his/her decision on

applications of particular methods.

6.2.2 General Mathematical Model

In this section we present a representative general mathematical model that includes in

an abstract form features of all mathematical models used in r3t, see Section 4 on “Con-

ceptual Model and Mathematical Description”. In such a way, we can describe in an

unique way all common features of algorithms used in r3t.

6.2.2.1 General Partial Differential Equation

Firstly, the general mathematical model can be given by a partial differential equation for

an unknown function ,

. ( 6.1 )

We prefer to explain each term in ( 6.1 ) after formulating an equivalent integral form to

( 6.1 ). If , the equation ( 6.1 ) represents an ordinary differential equation. In gen-

eral, , where only a linear dependence on u and  is considered.

For an example, if denotes the porosity , the differential operator denotes the

convection-diffusion term , and r denotes the constant decay rate, one obtains

.

If the mathematical model includes several components, i.e., for ,

each component is described by its own differential equation of the form ( 6.1 ). In fact,

the functions for two different indices l can denote the same contaminant in different

phases, e.g., one is dissolved in flowing groundwater, and one is adsorbed to the skeleton

of porous media.
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In general, the parameters in ( 6.1 ) are non-linear and different for each component .

In our case, we can summarise it in the form

.

For concrete forms of these parameters see Section 4. Note that the equation ( 6.1 ) is

linear in most cases, or, if non-linear, then with the parameters depending only on few

components.

Further, we deal with a single equation of the form ( 6.1 ), i.e. .

The function u must be considered on some bounded computational domain

(d=2 or d=3) and for some positive time .

If , one must define for u some boundary conditions for and . The first

possibility is to explicitly define the values at some part of the boundary (i.e., the so called

Dirichlet boundary conditions)

( 6.2 )

or the second possibility is to prescribe the values for the flux J (i.e., the so called flux

based boundary conditions)

. ( 6.3 )

The vector in ( 6.3 ) denotes the normal outwards vector at . Of course,

the union of the Dirichlet boundary and the flux based boundary must be equal

to the total boundary , i.e.,

.
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Finally, the function u must be explicitly defined for  by initial conditions, i.e.,

. ( 6.4 )

6.2.2.2 General Integral Formulation

All methods implemented in r3t are of finite volume type. In such a way, the computational

domain is covered by finite volumes (FV) that are non intersecting subsets of

for . The set of finite volumes determines the discretisation of spatial

computational domain . To discretise the time variable t, we introduce time intervals

, for , and so on.

In r3t, analogously to d3f, the so called dual mesh of finite volumes is used that is com-

plementary to a finite element mesh, see [ 49 ] for all details.

Having the discretisation of the computational domain and of the time variable t, it is

now straightforward to formulate an equivalent integral formulation to the partial differen-

tial equation ( 6.1 ). To do so, one has to integrate ( 6.1 ) over and , and one

obtains

. ( 6.5 )

Note that if the differential equation ( 6.1 ) is valid, the integral formulation ( 6.5 ) is fulfilled

for arbitrary finite volume mesh (such that is used in r3t) and for an arbitrary time interval

.
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To simplify our considerations, we suppose next that the integral equation ( 6.1 )

describes a mass balance formulation for a contaminant in groundwater. Nevertheless,

our considerations are valid for any mathematical model represented by the partial differ-

ential equation of the form ( 6.1 ).

From this point of view, the integral on the left hand side (l.h.s.) of ( 6.5 ) will represent

the mass in the volume at time . Further, the unknown function

will represent here a concentration of the contaminant, but one can replace this notion,

e.g., by a mass fraction. The given function must describe properties of the volume

occupied by u in (e.g., the water content) like the porosity, the flow density, etc. For

particular forms of u and , see Section 4.

Analogously, the first integral on the right hand side (r.h.s.) of ( 6.5 ) represents the mass

in the volume at time . For , this integral can be determined explicitly

using the initial conditions ( 6.4 ).

Further, the second (double) integral in the r.h.s. represents the mass fluxes that describe

the mass exchange due to the transport of contaminant during time interval

between the volume and some neighbouring volumes , or, if , the mass

exchange due to boundary conditions.

Next, the third integral in the r.h.s. of ( 6.5 ) represents the sink of u in the volume

during the time interval . Here, the given function r describes an effective (total)

rate of all sinks. Particularly, for r3t the parameter r is determined by the decay reaction,

the kinetic sorption, the immobilisation reaction and/or the external flow sinks (e.g., wells),

see Section 4.

Finally, the last integral in the r.h.s. of ( 6.5 ) represents the effective source term of u in

the volume during the time interval . Analogously to the description of r, the

parameter q is determined in r3t by decay reactions, the kinetic sorption, the immobilisa-

tion reaction and the external flow sources.
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6.2.2.3 Principle of Superposition

If the partial differential equation ( 6.1 ) is linear, one can use the so called principle of

superposition to find the solution by solving (independently) series of simplified problems.

For a given finite volume mesh and a time interval, the idea is to define the simplest

possible equation to be solved in such a way, that the solution of the origin problem ( 6.1 )

is obtained by an appropriate linear combination of solutions of the simplified problems.

Particularly, one has to solve the general differential equation ( 6.1 ) with the following

three series of different combinations of initial and boundary conditions. Note that the

following explanation is valid only for the flux based boundary conditions ( 6.3 ) with

, but it can be easily extended for the case of a linear dependence of on

u.

Firstly, one has to solve ( 6.1 ) for the following series of initial conditions (i.e., for

)

, ( 6.6 )

with homogeneous boundary conditions on  and , i.e.,

.

Further, the same equations have to be solved for zero initial conditions, e.g., ,

and homogeneous boundary conditions on , but the nonhomogeneous, locally

defined, Dirichlet boundary conditions, (i.e., for j such that )

. ( 6.7 )
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Finally, the same equations have to be solved with the zero initial conditions, homo-

geneous boundary conditions on and nonhomogeneous, locally defined, flux-based

boundary conditions on , (i.e., for k such that ).

. ( 6.8 )

Having the solutions of all above problems, one can define the solution of the differential

equation ( 6.1 ) with the origin initial conditions ( 6.4 ) and boundary conditions ( 6.2 ) and

( 6.3 ) by

.

The principle of superposition was used very successfully for the implementations of

explicit discretisation schemes for convection-decay equations, especially for their ex-

tension in the form of flux-based method of characteristics. In fact, this approach can be

used even by users of r3t in the mathematical modelling of particular applications, when

the origin complex problem can be split to several simpler problems.

Finally, if a system of equations ( 6.1 ) has to be solved, i.e., for ,

one has, in general, to solve the whole system at once with the local initial or boundary

conditions ( 6.6 ) - ( 6.8 ). Nevertheless, for the case of decay equations, one can again

apply the principle of superposition to split the system of equations ( 6.1 ) to several

simplified subsystems.

Particularly, one radionuclide (the daughter) can be produced by decays of several

radionuclides (the mothers), and some nontrivial decay chains are then produced. Using

the principle of superposition, one can easily show that such system can be divided to

the problems of simple linear decay chains, where only the radionuclide at the top has

some nonzero initial conditions, see Section 6.2.5.1 later.
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6.2.3 Numerical Solution

In this section, we introduce how the numerical solution of ( 6.5 ) shall be understood. At

the same time, we discuss the discrete form of initial conditions ( 6.4 ) and the discrete

form of boundary conditions ( 6.2 ) and ( 6.3 ). Using afterwards the same principles for

the discretisation of the integral equations ( 6.5 ), one obtains at the end the algebraic

system that has to be solved by solvers in r3t.

6.2.3.1 Understanding of Numerical Solution

In Section 6.2.2, we defined a finite volume mesh that covers the computational domain

. The analytical mass balance formulation ( 6.5 ) for time interval is valid for

an arbitrary mesh of this form.

The numerical solution, say , that will approximate the analytical

solution , shall be determined in a sequence at the time points , for

 and so on, for a particular finite volume mesh, i.e.,

,

where I is the total number of finite volumes. The numerical solution at , e.g.,

, can be determined explicitly from initial conditions ( 6.4 ), see later.

As the integral equations ( 6.5 ) represent a finite number of equations, the numerical

solution can be represented by I discrete values, say,  for .

From the point of view of finite volume methods (FVM), one can accept very natural piece-

wise constant representation of  with respect to finite volume mesh,

. ( 6.9 )

One can describe the numerical solution also in a “finite difference” and “finite element”

form as usual for finite difference methods (FDM) or finite element methods (FEM). Due

to our special form of finite volumes, each finite volume has a representative grid point

Ù t
n

t
n 1+

( , )

û
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, where for are the vertices of the finite element mesh

for , see [ 49 ] for details or Figure Fig. 6.9 and Fig. 6.10 later for an illus-

tration. In such a way, one can consider that

, ( 6.10 )

and the standard finite element interpolation

, ( 6.11 )

where the function is continuous in , and is a polynomial specific to each type

of finite element. It is important to note that only the finite element function has a

clearly defined gradient  for .

Next, we shall describe the treatment of initial conditions and boundary conditions for the

numerical solution.

Firstly, the values are determined from the initial conditions. This gives us at the same

time a clear definition of the mass in the discrete form for numerical solution.

Further, the values for are determined directly from the appropriate

Dirichlet boundary conditions ( 6.2 ).

Finally, the values of the flux for must be determined (or approximated) from

the flux based boundary conditions ( 6.3 ). This determines at the same time, how to

discretise  in the integral equations ( 6.5 ).

6.2.3.2 Initial Conditions for Numerical Solution

The most natural definition of for , used in finite volume methods, is to

determine these values by an averaging procedure
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. ( 6.12 )

Note that, in general, ( 6.12 ) is a non-linear equation for the unknown , if .

Further, one can denote

, ( 6.13 )

where is the “measure” of , i.e., the area of , or the volume of

. If then one has to replace in ( 6.12 ) and ( 6.13 ) by .

If ( 6.12 ) and ( 6.13 ) are fulfilled exactly, one can express the mass in  at  by

. ( 6.14 )

Even if ( 6.12 ) and ( 6.12 ) are not fulfilled exactly, but only approximately, the r.h.s. of

( 6.14 ) will represent the mass of the contaminant u at  in  in a discrete form.

Analogously, the total mass in  at  can be expressed then by

.

Another form, how to determine , is to use the idea ( 6.10 ) of finite difference methods

and to consider

. ( 6.15 )
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In general, if one use , the property ( 6.14 ) can be fulfilled only very roughly (approxi-

mately). On the other hand, the implementation of initial conditions in the form ( 6.15 ) is

very straightforward and much simpler. Moreover, it preserves the values of in

vertices  of the finite element mesh and this needs not to be valid for ( 6.12 ).

In r3t, the user can choose between the “value preserving” initial conditions and the

“mass preserving” initial conditions ( 6.12 ), see [ 52 ] for more details.

6.2.3.3 Dirichlet Boundary Conditions for Numerical Solution

If  with the Dirichlet boundary conditions ( 6.2 ), then one can define

.

The definition is very natural for finite difference or finite element methods.

Note that for the finite volume representation, as is constant per each , one

obtains that for . Consequently, the Dirichlet boundary condi-

tions describes, in fact, the mass for discrete numerical solution in at , i.e.,

,

where  is defined analogously to ( 6.13 ).

From this point of view, one should avoid using the Dirichlet boundary conditions ( 6.2 ),

if possible. There exist several flux based boundary conditions ( 6.3 ) that are more

natural for this type of problems, and that have similar property as the Dirichlet boundary

conditions. For instance, one can replace ( 6.2 ) by the flux based boundary conditions

( 6.3 ) with

, ( 6.16 )
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where the constant must be given. For very large values of , i.e., if , one

obtains that ( 6.16 ) is qualitatively very near to standard Dirichlet boundary conditions

( 6.2 ).

Finally, two technical remarks about Dirichlet boundary conditions for FVM. Firstly, the

finite volumes are excluded from the system of integral equations ( 6.5 ), if .

Secondly, for and , the values are given by the Dirichlet boundary

conditions ( 6.2 ), and not by the initial conditions ( 6.4 ).

6.2.3.4 Flux Based Boundary Conditions for Numerical Solution

First, it is denoted

. ( 6.17 )

If , then one has to apply the flux based boundary conditions in the integral

equation ( 6.5 ) by substituting

. ( 6.18 )

If , i.e., the function is not depending on the unknown solution u, one

can, at least theoretically, compute the integral on the r.h.s. of exactly. In general, one

has to apply some numerical integration.

In r3t, the integral on the r.h.s. of is computed exactly, if is a piecewise linear

function in time and space. In fact, the time intervals that define the time dependence of

can be different to the time intervals of the discretisation. Conse-

quently, the time dependent source terms at inflow boundaries, that are defined for

discrete set of time points with a linear interpolation in between, see [ 52 ], are integrated

exactly.
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In general, the “middle” point quadrature rule is used and

,

where . Here, the time step is defined by , and

the middle time point  by .

In fact, the numerical integration over can be realised using the middle point quad-

rature rule over several segments , where e runs through indices of all finite

elements  containing the vertex , see [ 49 ] for more details.

The approximation can be, formally, applied also in the case of solution-dependant

function , e.g., in the case of the so called Newton (or Robin) type of flux

based boundary conditions by defining

.

Analogously to the treatment in the discretisation of the integral equations ( 6.5 ), see next

section, one can recognise three basic approximation for

.
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6.2.3.5 General Discretisation Scheme

In the discretisation of integral equations ( 6.5 ) one applies the analogous principles that

were used for the discretisation of initial and boundary conditions.

Particularly, all the discretisation schemes shall determined the mass of u in at

. ( 6.19 )

In such a way, the mass of u in the whole domain  at  is given by

.

The mass defined in ( 6.19 ) shall be obtained by solving the system of discrete equations

given by the following general discretisation scheme

, ( 6.20 )

that is used for the nodes and (i.e., the inner nodes and the nodes at

boundary with the flux based boundary conditions, but not for the Dirichlet nodes

).

As mentioned before, the first term on the r.h.s. and the l.h.s. of ( 6.20 ) represent (in a

discrete form) the mass of the contaminant u in at the time points and

, respectively. The last three terms in ( 6.20 ) can be viewed as an approximation

of integrals in ( 6.5 ) by middle point quadrature rules.

The “middle point” value represents (or approximate) the flux between and
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. ( 6.21 )

The index j runs only through indices of for which the measure of is nonzero, e.g.,

the length  in 2D or the area  in 3D are nonzero.

More precisely, with the point given by

. The dependence is resolved by using the finite

element approximation and given by ( 6.11 ). For instance, for

 one obtains

. ( 6.22 )

Note that even more accurate approximation of can be used by considering the

middle point quadrature rule for , see Fig. 6.9 for the illustration of notations.

This approach is used for the computations of , because the gradient of finite element

interpolation is continuous only in , see [ 49 ] for details.

Fig. 6.9 Illustration of notations for a finite volume mesh

which is dual to a finite element mesh
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Finally, the last two terms represent (or approximate) the effective sink and source term,

respectively, in during . Again, this can be viewed as a middle point rule

used for the numerical integration of ( 6.5 ), e.g., , where is

(in general only approximately) a middle point of and is the middle point of

.

In such a way, the general discretisation scheme ( 6.20 ) can be viewed as an application

of explicit-implicit time discretisation (the so called Crank-Nicholson scheme) and the

central difference space discretisation of the differential equation ( 6.1 ).

The general scheme ( 6.20 ) is available in r3t, see [ 52 ]. The main advantage of this

universal scheme is that it is applicable for all mathematical models included in r3t, it is

based on the local mass balance formulation, and it is a second order scheme (i.e., the

numerical error is reduced approximately 4 times by halving the time and space discreti-

sation steps). The latter is valid only for “enough small” time and space discretisation

steps and only for the approximation of “enough smooth” analytical solutions.

In next sections, several other algorithms are introduced, that result in a much better

approximation quality for some important particular cases of the general model. At the

same time, comparing the general scheme ( 6.20 ) with other algorithms, one can clearly

introduce the advantages and disadvantages of this universal scheme.

6.2.4 Explicit and Implicit Discretisation Schemes

If our mathematical model is linear, one can use the following substitutions in the general

discretisation scheme ( 6.20 ),

( 6.23 )

( 6.24 )
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. ( 6.25 )

If the model is non-linear, the substitutions ( 6.23 ) - ( 6.25 ) must be viewed as approxi-

mations.

Using ( 6.23 ) - ( 6.25 ), one can rewrite the general scheme ( 6.20 ) into the following two

step scheme. Particularly, the first explicit scheme with the time step

, ( 6.26 )

and the second implicit scheme with the same time step

. ( 6.27 )

The right hand side of the explicit scheme ( 6.26 ) depends only on the known values of

numerical solution at , opposite to the implicit scheme ( 6.27 ), where all terms on

the r.h.s. can depend on the unknown values of numerical solution at .

This means that the general discretisation scheme ( 6.20 ) can be viewed as a two step

procedure - first the fully explicit step ( 6.26 ) is realised, and afterwards its output is used

as the initial condition for the second fully implicit step ( 6.27 ).

In following sections, some explicit and implicit discretisation schemes for particular math-

ematical models and their combinations using an operator splitting approach, are studied.
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6.2.4.1 Explicit Discretisation Schemes

For a reference, one introduces the fully explicit version of the general discretisation

scheme ( 6.20 ), i.e.,  and one obtains

. ( 6.28 )

Note that this scheme is presented here only formally and it is not used in this form in r3t.

The most important advantage of explicit discretisation schemes like ( 6.28 ) is that they

include the best solving algorithm ever - the exact solutions. Clearly, if the analytical

solution is available, it can depend only on “explicit information” like initial conditions,

boundary conditions, time-space dependent source terms and so on. In r3t, for instance,

the system of purely decay reaction equations can be solved exactly, see later. Of course,

for the general partial differential equation ( 6.1 ) such solution is not available.

Furthermore, the explicit discretisation schemes have an advantage that they contribute

only to the r.h.s. of the resulting algebraic system, i.e., they do not contribute to the matrix

of this system. For instance, in ( 6.28 ), the matrix has only diagonal entries and it is trivial

to invert, if the mathematical model is linear.

At the same time, one must mention the most important disadvantage of explicit dis-

cretisation schemes. To do so, one splits the explicit scheme ( 6.28 ) into two explicit steps

where the first step resolves only the transport term, and the second step only the

sink/source term, i.e.,

( 6.29 )

. ( 6.30 )
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The two step scheme ( 6.29 ) - ( 6.30 ) is equivalent to the discretisation scheme ( 6.28 ).

The form ( 6.29 ) - ( 6.30 ) should illustrate that the explicit schemes, in general, decouple

each term in the mathematical model. For instance, the first scheme ( 6.29 ) for the trans-

port does not influence (couple) the parameters r and q in the second scheme for the

sink/source, and vice versa, although this is not the case in the analytical model, i.e., the

transport can be immediately influenced by sinks and sources, and vice versa.

In practice, even if the first scheme approximates very well the transport term (e.g.,

exactly), and the second scheme approximates very well the sink/source term, their com-

bination can be a pure approximation of the transport with sinks and sources, especially

if a large time step  is used.

To reduce this disadvantage of fully explicit scheme ( 6.28 ), one can use the so called

operator splitting approach.

6.2.4.2 Operator Splitting Method

There exists several possibilities how to reduce the decoupling error of explicit schemes.

The most simple is the so called operator splitting approach (or fractional step method,

see, e.g., [ 94 ]). Concretely, the fully explicit scheme ( 6.28 ), or its equivalent two step

form ( 6.29 ) - ( 6.30 ), can be replaced by two sequential explicit steps

( 6.31 )

( 6.32 )

The two-step scheme ( 6.31 ) - ( 6.32 ) can be interpreted as follows - first, only the trans-

port is solved for given initial conditions, and, afterwards, the solution is used as initial

conditions for the second step, where only the sink/source is solved. Opposite to the

splitting ( 6.29 ) - ( 6.30 ), the parameters r and q in the second step ( 6.32 ) are influenced

by the results of the first step ( 6.31 ), i.e., the two step scheme ( 6.31 ) - ( 6.32 ) is coupled

in one direction.
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Of course, the order of these two steps can be exchanged in general. If the both obtained

numerical solutions are identical for both cases (i.e., the two operators “commute”),

the operator splitting procedure exhibits no time splitting error [ 129 ]. Otherwise, if these

two orders of operator splitting method bring different results, the discretisation scheme

( 6.31 ) - ( 6.32 ) has a time splitting error of the order , it means, the overall time

discretisation scheme can be only of the first order approximation.

For example, if a mathematical model of the transport of several radionuclides is solved

in the case of no retardation, the transport operator and the reaction operator commute

and the operator splitting procedure works very well. On the other hand, if each radio-

nuclide has different retardation factor, these two operators do not commute and the

standard operator splitting method can result in a large numerical error. For the latter

case, a new numerical method was developed in r3t that exhibits no splitting error

between the convective and reactive step in such case, see later.

Finally, the disadvantage of explicit discretisation schemes is that they require constraints

on the choice of time step . This is, e.g., very famous Courant number restriction for

explicit discretisations of convective transport, see, e.g., [ 94 ]. The reason for this can be

easily understood by noting the fact that the discretisation schemes like ( 6.28 ) are local

schemes. This means, they determine the value only by using the immediate

neighbours of u with respect to evaluated at the time . Such approximation of

differential or integral equations is reasonable for enough small time steps, but for larger

time steps the influence of non-immediate neighbours become more important. Con-

sequently, the explicit discretisation schemes become instable, this means, they produce

physically non-acceptable numerical solutions.

6.2.4.3 Implicit Discretisation Schemes

Again, for a reference, we present here the fully implicit version of the general discreti-

sation scheme ( 6.20 ), i.e.,  and one obtains

. ( 6.33 )
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This scheme is, in fact, available in r3t.

The main advantage of the implicit discretisation schemes like ( 6.33 ) is that all terms in

the differential (or integral) equation remain coupled. In such a way, no time splitting error

occurs, opposite to explicit discretisation schemes.

Consequently, the implicit discretisation schemes do not require constraints on the choice

of time step due to stability reasons. This means that these schemes usually produce

numerical solutions without non-physical oscillations, even if larger time steps are used.

Of course, the implicit schemes are also local, i.e. only immediate neighbours of

are involved in local mass balance formulation ( 6.33 ), but, opposite to explicit discreti-

sation schemes, this involves, if , also immediate neighbours of at time

. In such a way, all unknown values for are indirectly

coupled and some non local approximations can be realised.

The very well-known example where the implicit discretisation schemes work very well,

are the time dependent (parabolic) diffusion equations. On the other hand, for the case

of convection-dominated transport, the implicit discretisation scheme should be used with

enough small time steps to respect the local character of discretisation scheme, other-

wise unrealistic results can be obtained, see Fig. 6.6 for an illustration.

The disadvantage of implicit schemes with respect to explicit schemes is that they con-

tribute to the matrix of the algebraic system to be solved after the discretisation.

Especially the discretisation of transport term contributes also to the off-diagonal terms

in this matrix, and the solving of (linear or non-linear) system of equations is required.

The implicit schemes are only very rarely exact schemes, it means, they produce approx-

imations of analytical solutions even for simple examples.

6.2.5 Special Numerical Algorithms

In this section, special numerical algorithms are described in more details that are im-

plemented in r3t additionally to the general discretisation scheme ( 6.20 ) or ( 6.33 ).
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6.2.5.1 Explicit Exact Scheme for System of Decay Equations

If the general mathematical model ( 6.1 ) describes decay reactions only, one obtains the

following system of ordinary differential equations (ODEs)

. ( 6.34 )

In ( 6.34 ), the index k runs over all “mothers” of the l-th radionuclide, and are con-

stant reaction rates. The initial conditions are given analogous to ( 6.4 ), concretely,

. ( 6.35 )

One can apply the principle of superposition, described in Section 6.2.2.3, and replace

the single system with L subsystems of simplified ODEs

( 6.36 )

( 6.37 )

This means that instead of a single general decay chain with general initial conditions

6.35, one can solve several linear chains of radionuclides with nonzero initial conditions

only for the component . The index denotes the index of the mother for , and

the index denotes the last included component of the linear decay chain that starts

with .

∂ t è
l( )

u
l( )( ) ë

l( )
è

l( )
u

l( )
+ ë

k( )
è

k( )
u

k( )

k
∑=

l 1 … L,,=

ë
k( )

u
l( )

t
0

x,( ) U
l( ) 0,

x( ) ,= x Ù ∂0Ù∪∈

∂ t è
l1( )

u
l1( )

 
  ë

l1( )
è

l1( )
u

l1( )
+ 0=

u
l1( )

t
0

x,( ) U
l1( ) 0,

x( )=

∂ t è
lk( )

u
lk( )

 
  ë

lk( )
è

lk( )
u

lk( )
+ ë

lk 1–( )
è

lk 1–( )
u

lk 1–( )
=

u
lk( )

t
0

x,( ) 0 ,= k 2 … lK,,=

u
l1( )

lk 1– lk
lK

l1
129



The system 6.34 can be solved exactly, see, e.g., [ 9 ], [ 60 ]. This is realised in r3t by

implementation of exact solution for ( 6.36 ) - ( 6.37 ) for each vertex ,

. This exact solution can be then used for general mathematical model

( 6.1 ) using the operator splitting approach described in Section 6.2.4.2.

Concretely, the values in r3t, that are given by computations of previous time step

(or, for , from the initial conditions ( 6.35 )), are replaced by the exact solution

of ( 6.36 ) - ( 6.37 ). In such a way, the results of this exact

solving procedure are used as initial conditions for the numerical solution of integral equa-

tions ( 6.5 ) without sinks/decays due to the decay, but with all other terms in the mathe-

matical model.

If , e.g. in the case of non-linear sorption in equilibrium, one has

firstly to solve the simplified system of linear ordinary differential equations for

 and for

and afterwards to solve the non-linear algebraic system for L unknowns

. ( 6.38 )

Note that very often , and then ( 6.38 ) represents L decoupled scalar

non-linear equations. In r3t, such equations are solved by standard Newton solver with

analytical linearisation. In a general case, when ( 6.38 ) includes two or more coupled

scalar equations, these are solved by an iterative solver, where only diagonal terms are

linearised analytically.

x xi=

i 1 2 … I,,,=

u
l1( ) n,

n 0=

u
l1( ) n 1+,

u
l1( )

t
n 1+

( )=

è
l( )

è
l( )

u
1( ) … u

L( )
,,( )=

l1 1 … L,,= i 1 … I,,=

∂ t ci

l1( )
ë

l1( )
ci

l1( )
+ 0 ,=

ci

l1( )
t
n

( ) è1

l1( )
ui

1( ) n, … ui
L( ) n,

,,( )ui

l1( ) n,
,=

∂ t ci

lk( )
ë

lk( )
ci

lk( )
+ ë

lk 1–( )
ci

lk 1–( )
,=

ci

lk( )
t
n

( ) 0 ,=

u
l( ) n 1+( ),

è i
l( )

u
1( ) n 1+, … u

L( ) n 1+,
,,( )u

l( ) n 1+,
ci

l( ) n 1+,
,=

l 1 … L,,=

è
l( )

è
l( )

u
l( )

( )=
130



6.2.5.2 Explicit Discretisation Scheme for 1D Convection Equation

In this and following section, it is dealt with the purely convective transport modelled by

the linear partial differential equation

, ( 6.39 )

with the initial conditions ( 6.4 ) and the (flux based) inflow boundary conditions

.

Applying the fully explicit step ( 6.28 ), one obtains

, ( 6.40 )

where the values  are defined using only two values  and , see later.

If one uses ( 6.22 ) for the definition of values in ( 6.40 ), one obtains an explicit, central

difference discretisation method that is not suitable for purely convective transport, see,

e.g., [ 94 ]. It can be shown that for one-dimensional (1D) problems (i.e., with

piecewise linear initial conditions, with piecewise constant and with a constant

velocity , the values in ( 6.40 ) can be redefined in such a way that for time

steps smaller than some maximal time step , see later, ( 6.40 ) corresponds to

the exact integration of integral equation ( 6.5 ).

This method is described in details. To do so, one writes the 1D case of ( 6.39 ) with

, because the case  can be treated analogously,

.
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The finite volume mesh consists of I+1 intervals for ,

where we formally define and . The length of each interval is

and the middle points for are defined by

.

The initial function for  is considered in the form

. ( 6.41 )

This means that for two nodes and , one has and

, and otherwise one interpolates linearly for

. Furthermore,

. ( 6.42 )

For such initial conditions ( 6.41 ) and the parameter from ( 6.42 ), one obtains that the

integral equation ( 6.5 ), i.e.,

is equivalent to

, ( 6.43 )
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where  and for  one has

. ( 6.44 )

Here,  is the critical time step for i-th finite volume , i.e.,

, ( 6.45 )

and the “global” time step must fulfil the CFL condition (Courant-Friedrichs-Lewy con-

dition, see, e.g., [ 94 ])

. ( 6.46 )

The notion “critical time step” for comes from the fact that the time step can be

chosen at most equal to , when the equation ( 6.43 ) turns to

. ( 6.47 )

This means that for one obtains that the mass in at is completely

determined by the concentration from the neighbour and the definition

 in ( 6.43 ) is no more valid for larger time steps.

If one uses the piecewise constant form of given in ( 6.9 ) instead of piecewise

linear form ( 6.35 ), i.e., , the scheme ( 6.43 ) is then equal to the well-known

explicit upstreaming scheme

. ( 6.48 )
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For the equations ( 6.48 ), the discrete minimum and maximum principle is fulfilled, if

( 6.46 ) is valid, i.e., no unphysical oscillations can occur in numerical solution [ 48 ], [ 51 ].

For a general form of , one has to determine a piecewise linear form ( 6.41 ). The

values are given in a standard way, e.g. by ( 6.12 ), and to compute , one can

determine them by defining a constant gradient in using the values , and

. Particularly,

. ( 6.49 )

In general, the computations of from ( 6.49 ) can lead to nonphysical oscillations.

To obtain the discrete minimum and maximum property for ( 6.43 ) with ( 6.49 ), analo-

gously to ( 6.48 ), one has to apply for some the so called flux limiter that replaces the

value in ( 6.43 ) by some limited value , or

, see [ 51 ] for more details.

Finally, let us note that the values are obtained from ( 6.43 ) analogously to ( 6.12 ),

i.e., by computing the piecewise constant form of numerical solution  using

.

6.2.5.3 Explicit Discretisation Scheme for 2D/3D Convective Transport

The explicit scheme ( 6.43 ) for 1D convective transport can be extended to several

dimensional case ( 6.39 ) using the idea of Godunov method, see, e.g., [ 94 ]. This means

that at each , see ( 6.21 ), an appropriate one-dimensional problem in the normal

direction  between  and  is solved.
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At the end, one obtains

( 6.50 )

where

. ( 6.51 )

The set contains the indices j of neighbours for such that , i.e., all

neighbours at outflow boundaries of . Further, , when , and, of

course, .

The values  in ( 6.50 ) are defined by

, ( 6.52 )

where the critical time step  is defined by

, ( 6.53 )

and  denotes the total integrated outflow flux

. ( 6.54 )
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The values are reconstructed from the piecewise constant form of , see [ 54 ],

[ 51 ]. To obtain no unphysical oscillations, the new local limiter [ 51 ] is used that replaces

the value in ( 6.50 ) by a limited value , or

.

Again, the choice of time step  is restricted by the CFL condition ( 6.46 ).

The discrete scheme ( 6.50 ) approximates the convective transport described by a

general velocity function with several 1D transport problems with velocities in

the normal directions . In general, the “real” direction of the transport, given by , can

be very different to directions given by normal vectors, and the application of the scheme

( 6.50 ) can lead to unrealistic results known as “grid” effect. This is the case especially

if coarse grids are used. This problem was resolved already in d3f by using the so called

“aligned” finite volumes, see [ 67 ], and Fig. 6.10 for an illustration, and the aligned finite

volumes are used in r3t, too.

6.2.5.4 Convective Transport for General Flow Equation

It can be proved, see, e.g., [ 48 ], [ 51 ], that numerical solutions obtained from the

discretisation scheme ( 6.50 ), fulfil the discrete minimum and maximum principle (i.e.,

they exhibit no unphysical oscillations), when

Fig. 6.10 Illustration of an aligned finite volume mesh for a constant velocity:

primary finite element mesh (left) and dual aligned finite volume mesh (right).
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. ( 6.55 )

The equality ( 6.55 ) represents in a discrete form the analytical property

.

If the groundwater velocity is given from a variable density flow, like in d3f, the flow and

the convective transport are described by

, ( 6.56 )

where is the porosity of the medium. The groundwater velocity is in this case time

and space dependent, i.e., .

After simple algebraic manipulations, one obtains an equivalent “non-divergent” form of

the transport equation in ( 6.56 ), namely,

. ( 6.57 )

Note that the convective transport equation ( 6.57 ) does not represent any more a mass

balance formulation for u, the mass is conserved only for values  in ( 6.56 ).

The transport equation ( 6.57 ) in the non-divergent form can be viewed as a “value

preserving” formulation, opposite to the “mass preserving” formulation ( 6.56 ). Clearly,

one obtains from ( 6.57 ) that u is constant along the characteristics, i.e.,

 for , see, e.g., [ 50 ], where

.
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As it was shown in [ 56 ], the finite volume discretisation can be applied also to ( 6.57 ).

One obtains the discretisation scheme identical to ( 6.50 ) with the only difference that

is given as the total integrated inflow flux, i.e.,

. ( 6.58 )

Clearly, if ( 6.55 ) is fulfilled, the both definitions for , i.e., ( 6.58 ) and ( 6.54 ), are iden-

tical. If this is not the case, the form ( 6.54 ) prescribes the “mass preserving” form of the

discretisation scheme ( 6.50 ), and ( 6.58 ) prescribes the “value preserving” form of

( 6.50 ).

In general, the velocity field obtained from d3f fulfils the equation ( 6.56 ), consequently,

the transport in r3t is computed by default using the definition ( 6.58 ). Note that in the

numerical approximation of in ( 6.51 ), the time dependence of is resolved by fixing

the time variable t at the single time point for which is the velocity from d3f in r3t available.

6.2.5.5 Convective Transport with Non-Linear Retardation

For the case of non-linear sorption in r3t, one obtains a non-linear transport equation with

the parameter  depending on the solution u, i.e.,

. ( 6.59 )

The idea of Godunov method can be used also here. In this case, one can show that for

piecewise constant from ( 6.9 ), the following first order scheme is an exact integration

of integral equations ( 6.5 ) in 1D case for enough small time step ,

. ( 6.60 )

In fact, this scheme is identical (at least, formally) to the previous discretisation scheme

( 6.50 ), if , i.e., if the first order scheme is used also in ( 6.50 ).
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The very important difference is in the definition of the total inflow flux , that is given

now, instead of ( 6.58 ), by

. ( 6.61 )

Consequently, the critical time step must be defined by using ( 6.61 ) in ( 6.45 ),

and, analogously, the CFL restriction ( 6.46 ) on the choice of time step must be given

by a minimal value of for . Note that if does not depend on u, then ( 6.61 )

is identical to ( 6.58 ).

The correct computation of the CFL restriction for the time step in the case of non-

linear retardation was implemented in r3t. Note that, although the scheme ( 6.60 ) is only

the first order approximation, due to the “self sharpening” effect of non-linear convection

equations, this scheme approximates well the analytical model ( 6.59 ). For instance, if

one computes with the time step , the sharp fronts are well resolved. Moreover,

the Godunov method is not known to us, if the piecewise linear form of  is used.

In [ 76 ], exact 1D solution of ( 6.59 ) for the case of Freundlich and Langmuir isotherms

were described. These solutions were tested with r3t and satisfactory results were ob-

tained, see Fig. 6.8.

6.2.5.6 Explicit Discretisation for System of Convection-Decay Equations

The system of equations for the convective transport with decay reactions takes the form

. ( 6.62 )

vi

vi : è i ui
n

( )
uk

n
ui

n
–

è i uk
n

( )uk

n
è i ui

n
( )ui

n
–

--------------------------------------------------- vk i

k ou t
1–

i( )∈

∑=

ô i ô i
n

=

ô
n

ô i
n

i 1 … I,,= è

ô
n

ô
n
ôCFL

n≈
û
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In general, one can use the exact scheme ( 6.50 ) for the decay part of ( 6.62 ) and the

explicit discretisation scheme ( 6.50 ) for the transport part. If the parameters for each

component are not very different, i.e., for , then the operator splitting

approach, described in Section 6.2.4.2, has only small time splitting error, and it can be

successfully used for ( 6.62 ).

On the other hand, in general, e.g., if the retardation factors are different, the convective

and the reaction operator do not commute, and one obtains very different results, if the

first step in the two-step operator splitting method is the convective step or the reaction

step. In both cases, the standard operator splitting method can have a large time splitting

error.

In r3t, a novelty algorithm for the computations of ( 6.62 ) was developed and implemented

[ 60 ], [ 55 ]. The idea is based, again, on Godunov method.

Concretely, for each and , the following system of 1D convection-reaction

equations for

( 6.63 )

is solved exactly [ 60 ]. In ( 6.63 ), the space variable x is considered for , and

the velocity is given by ( 6.51 ). Using the principle of superposition, it is enough

to consider the basic initial conditions of the form

,

with .

This system can be integrated exactly and the result of the integration for two cells

 and , can be written as follows [ 55 ], [ 60 ],
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.

The definitions of values can be found in [ 61 ]. Using these definitions of

in ( 6.50 ), one obtains the discretisation scheme for 2D/3D case. Note that

if no decay reaction is presented, the values are identical to ones given by

( 6.52 ).

Fig. 6.11 Four components of the numerical solution for t=6

with the retardation factors R1=1 (top), R2=2, R3=4 and R4=8 (bottom). The

velocity is  and the domain is .
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This method on a simple 1D example with 4 components is illustrated, where

and the retardation factors have the values , , and . The

numerical solution at the last computation time is presented in Fig. 6.11 and it can

not be distinguished from the exact solution. The computations were realised with

, i.e., with the Courant number 0.5, the domain is the interval .

In the Tab. 6.1, one compares the absolute error for the standard operator splitting

approach (the second column) and the equivalently defined error for the new algo-

rithm (the fourth column). The results are presented for several uniformly refined grids

and the numerical convergence rates are presented for the operator splitting algorithm

(the third column) and the new algorithm (the fifth column). As expected, for the operator

splitting method, the convergence rate is approximately 1, i.e., the absolute error is halved

for one grid refinement, and the convergence rate for the new algorithm is approximately

2, i.e., the absolute error is 4 times smaller after one grid refinement.

6.2.5.7 Flux-Based Method of Characteristics

All explicit discretisation schemes for convective transport equations, presented so far,

have the CFL restriction on the choice of time step. This restriction is very well supported

also by “physical” arguments, nevertheless, this means in practice that for each grid

refinement also the time step must be decreased. Consequently, for very fine grids this

can be computationally impracticable.

Tab. 6.1 The absolute errors

E1 (operator splitting method) and E2 (the new algorithm) for the 4th

component of the numerical solution. The third and fifth column contain the

corresponding convergence rates.

h E1·10-4 α1 E2·10-4 α2

1/16 413.2 23.76

1/32 201.3 1.04 5.573 2.09

1/64 99.25 1.02 1.374 2.02

1/128 49,25 1.01 0.344 1.99
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If the time step is chosen such that , i.e., , the i-th discrete

equation ( 6.50 ) takes the form

.

Using ( 6.58 ), one obtains

. ( 6.64 )

This means that, roughly speaking, at the time point the new concentration

in  is equal to  given by the last equality in ( 6.64 ).

Consequently, for a “little” bit larger time step such that , but for

and , one can still easily derive a correct form of the discretisation,

although the CFL restriction is no more valid. In fact, the only discrete equations to be

changed are those for where the function u for the flux at shall be

approximated in two steps - firstly, for by , and, secondly, for

by the last right hand side of ( 6.64 ), see [ 56 ], [ 50 ], [ 51 ] for

details.

Following such approach, one can extend the explicit discretisation scheme for the con-

vective transport equations coupled through decay reactions with no CFL restriction, at

least theoretically, see [ 51 ]. It is important to note that such extension is based on the

first order scheme, analogous to ( 6.60 ).

The decay reactions are solved using the operator splitting approach. If it would be

realised in a standard form, the time splitting error can be large, if large time steps are

used. This was illustrated in Fig. 6.7, where the convection-decay equations of two

components was computed for the case of large retardation for the second component.
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In r3t, a novelty operator splitting approach was used that reduces the time splitting error

to the order of the maximal critical time step , opposite to the standard operator splitting

method, where the time splitting error is of order of . See Fig. 6.12 for significantly

improved results concerning the same example as presented in Fig. 6.7, see also [ 51 ]

for more details.

Due to a large complexity, the flux-based method of characteristics is available for parallel

computers only for time steps  restricted by the CFL condition ( 6.46 ).

6.2.6 Time Discretisation Errors

In this and next section, in more details the two most important numerical errors are dis-

cussed - the time discretisation error and the space discretisation error, and how they can

be controlled by the user of r3t to obtain satisfactory numerical results.

Fig. 6.12 Flux-based method of characteristics

Numerical solution of analogous example to Fig. 6.7 computed here with the

flux-based method of characteristics. The solution was obtained with 12

large time steps, but the time splitting error is for the second component sig-

nificantly smaller than in Fig. 6.7.
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Considering the integral equations ( 6.5 ), one has to compute (or, in fact, approximate)

the time integration of the transport term (represented by ) and of the source/sink term

(represented by ), see ( 6.5 ). In fact, the flux based boundary conditions ( 6.3 )

must be integrated analogously to the sink/source terms, see Section 6.2.3.4, so they can

be treated identically.

As this time integration can not be realised exactly, one has to apply numerical integration

and the numerical solution from ( 6.9 ) differs from the exact solution of ( 6.5 ),

among others, due to the time discretisation error.

In r3t, several algorithms to reduce time discretisation error and to enable relatively large

time steps were developed.

First of all, if possible, an exact integration in time is used. This is the case for all time

dependent source terms that are explicitly described in the configurable file source-

term, [ 52 ].

Furthermore, the system of ordinary differential equations for decay reactions can be

solved exactly, see Section 6.2.5.1.

In all other cases, one can use the first or second order time integration (discretisation)

method. The first order discretisation method means, roughly speaking, that starting from

some by halving the time step , one can expect almost halving of the numerical

error. Unfortunately, the value is unknown and given only theoretically, and in practice,

i.e., if , the halving of time steps can result in much slower reduction of the numer-

ical error. The first order time discretisation error is usually denoted by , and the

error depends not only on , but also on some (unknown) “leading term” constant, say C.

Analogously, the second order schemes should asymptotically exhibit four times smaller

numerical error after halving a time step. Such behaviour of numerical solution can be

expected only for enough smooth analytical solutions and enough small time steps, and

the error is denoted by .

In r3t, two universal discretisation schemes are available, the fully implicit, first order,

backward Euler scheme ( 6.33 ), and the explicit-implicit, second order, Crank-Nicholson

scheme ( 6.20 ).
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The first one is unconditionally stable for arbitrary time steps, it has no time splitting

(uncoupling) error, but it is a first order scheme.

The second can be viewed as a two-step operator splitting method and it has all dis-

advantages (and advantages) of explicit discretisations schemes.

It is important to note that in practice it is enough to apply a second order discretisation

only to the single term in integral equation ( 6.5 ) that would otherwise results in the

largest error, if the first order scheme is used. This means that all other terms can be

discretised using a first order scheme, because the overall time discretisation error is still

dominated by the discretisation error  of the single term in ( 6.5 ).

For instance, see the description in next section, it is enough to use the second order

scheme ( 6.50 ) for the system of convection-decay equations and to couple it with the

first order fully implicit discretisation ( 6.33 ) for the diffusion, especially for much coarser

computational grids. Of course, for the second order time discretisation scheme, the

numerical error is reduced much faster than for the first order schemes, and, at some time

refinement level, the numerical errors caused by the latter will start to dominate.

Several useful indicators are available in r3t, that can help users to decide about the

influence of time discretisation error on numerical solution. In Section 6.2.8, it is summa-

rised how these information can help the users of r3t in the choice and control of numerical

algorithms. A general idea is that all the following time errors indicator should be smaller

than 1, if possible, see discussions later.

6.2.6.1 Courant Number

Typical applications of r3t are the convection dominated problems, so the most important

indicator of time discretisation error is the Courant number Co that is in an abstract form

defined by

. ( 6.65 )
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In ( 6.65 ), the parameters are “representative” velocity V, the time length and the

space length . In such a way, the condition means that a point moving with

the velocity V does not travel more than  during the time length .

In r3t, the grid Courant number is used that is defined as an exact analogous to

( 6.65 ) for the discretisation scheme ( 6.50 ).

To define it, one has to introduce the critical time step first, that is given by ( 6.45 )

or ( 6.53 ), or, in general, for system of l equations by

( 6.66 )

where  is the total (integrated) inflow flux, see ( 6.58 ).

One can again see in ( 6.66 ) a “physical” interpretation of the local critical time step

- it denotes the time length in which the volume will be completely filled through the

inflow boundary of by the groundwater flowing into with the given (retarded)

velocity.

Having the definition of local critical time steps , one can easily introduce the grid

Courant number  as the ratio of actual time step and the critical time step, i.e.,

.

The grid Courant number is a very important indicator for the explicit discreti-

sation scheme of convective transport. For instance, the explicit first order scheme ( 6.50 )

for one component, i.e., , can be written as

.
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The standard theory for the discrete minimum and maximum principle, see [ 66 ], [ 48 ],

[ 51 ], requires that the coefficient before is positive and the coefficients before

and are non-negative. Clearly, this can be fulfilled only if the grid Courant number

is not greater than 1.

In such a way, the maximal grid Courant number

( 6.67 )

is the most important indicator that is printed during the computations in r3t, see [ 52 ].

An automatic time control is implemented in r3t that suggests a new time step according

to the user definition of the smallest and largest , see [ 52 ].

The discussion of how large time steps can be taken with which discretisation schemes

to use, will follow later. Nevertheless, one can say already here that if time steps are not

too much restricted by the CFL condition ( 6.67 ), one shall prefer computations for all

numerical algorithms in r3t using the automatic time control to have .

6.2.6.2 Neumann Number

The restriction on the choice of time step due to the explicit discretisation of diffusion-

dispersion term can be expressed by the so called Neumann number. An abstract defini-

tion is given by

, ( 6.68 )

where the parameters are “representative” diffusion D, time length and the space

length .
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The grid Neumann number for ( 6.26 ) can be derived analogously to the definition of grid

Courant number in Section 6.2.6.1. It means, by requiring the positivity of coefficients in

( 6.26 ) before , one can obtain the corresponding definition of , that is not

presented here due to its complex form. Nevertheless, the maximal grid Neumann

number, analogous to ( 6.67 ), can be printed during computations in r3t.

Opposite to the case with the Courant number, the maximal grid Neumann number

is not very suitable indicator for an estimation of time discretisation error, if a fully

implicit discretisation scheme ( 6.27 ) is used for the diffusion-dispersion term. Roughly

speaking, the restriction can be too pessimistic. Nevertheless, is

introduced here for completeness and because of the definition of the so called Peclet

number later.

6.2.6.3 Reaction Number

Finally, one can derive the restriction on the choice of time step due to the time integration

of the (total, effective) sink term in ( 6.1 ). This is very simple and straightforward, one can

define  by

, ( 6.69 )

and the maximal grid “Reaction” number , defined analogously to ( 6.67 ), must be

smaller or equal to 1. For instance, if , one obtains the well-known restriction

for the half-times of the decay.

Of course, if decay equations in general mathematical model ( 6.1 ) are solved exactly

using the methods from Section 6.2.5.1 or 6.2.5.6, there is no time restriction due to sinks

given by decay. It is required only by kinetic reactions of sorption and/or immobilisation,

if presented.
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6.2.7 Space Discretisation Errors

The most important tool to reduce space discretisation error is the grid refinement in

space. Of course, every grid refinement makes the algebraic system much larger and the

solving procedure more costly.

The first reason for a grid refinement is to reduce the interpolation error. This can be clear-

ly explained already on the treatment of initial conditions. If the analytical initial conditions

are given by some function , for , the initial conditions for some

particular mesh of I number of finite volumes are given by a piecewise constant inter-

polation ( 6.12 ). Clearly, if such interpolation is not a good approximation of the exact

initial function , one introduces a large discretisation error at the very beginning of

numerical simulations.

In general, one can easier approximate (interpolate) smooth functions than func-

tions with discontinuous data. From this point of view, it is much preferable to use such

initial function that is, at least, continuous, and it has well defined first derivative

almost everywhere in . In an ideal case, if is a piecewise constant function with

respect to finite volume mesh, then no interpolation error is introduced.

On the other hand, if initial data with jumps are used, these require very fine (local) grid

refinement.

Analogous arguments about interpolation error can be used for other data in the mathe-

matical model. For instance, if the velocity is given from d3f, it is defined as a piece-

wise linear function with respect to the finite element mesh. If a different grid is used in

r3t, a piecewise constant interpolation of can be used on the grid used in r3t, see section

6.2.1.1.

The second most important reason to refine computational grids is to improve the approx-

imation of solution gradient, and, consequently, the approximation of convection, diffusion

and dispersion. This is a standard topic and it will not be discussed here, see also section

6.2.11 on “The Error Estimator”.
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A very important reason for the grid refinement is due to the relation between convection

and diffusion. For the fully implicit discretisation schemes, the second order discretisation

scheme (the central difference scheme) is the preferable method if diffusion dominates

the convection locally. This can be monitored at the grid level by the maximal grid Peclet

number.

6.2.7.1 Peclet Number

In an abstract form, the Peclet number is defined by

, ( 6.70 )

where the parameters are a representative velocity V, length and diffusion D. If the

Peclet number is much larger than 1, one denotes the corresponding convection-diffusion

equation to be convection dominated.

The grid Peclet number can be defined very conveniently (although a little bit formally) as

the ratio between the grid Courant and Neumann number

. ( 6.71 )

Note that although the Courant and Neumann number depend on (and, in general, on

l), the grid Peclet number depends only on local discretisation of the velocity and of the

diffusion-dispersion parameter. The concrete form of ( 6.71 ) is analogous to ( 6.70 ), if

 in ( 6.71 ) is replaced by some representative discretisation step h.

For the fully implicit general discretisation scheme ( 6.27 ), one can show that if the

maximal grid Peclet number , defined analogously to ( 6.67 ), is smaller than 1, no

unphysical oscillations should occur in numerical solutions if the central difference

method is used, and larger time steps, e.g., with the Courant number larger than 1, can

be used with reasonable results in numerical simulations.
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6.2.8 Conclusions Concerning the Discretisation Methods

6.2.8.1 Input Parameters of the Mathematical Model

Several discretisation methods that are available in r3t are designed to be of the second

order in space and time. The second order discretisation schemes are appropriate if a

priori knowledge about the analytical solution is available concerning its

smoothness. This means, roughly speaking, that such methods can work very well, if

is a continuous function for and , and the partial derivatives exist for

almost all  and .

In fact, these (unknown) properties can be influenced by the user of r3t by an appropriate

form of input parameters. Particularly, one can prefer initial conditions, if possible, with

smooth function for , the explicit source terms given by smooth functions

 and so on.

Nevertheless, the discretisation methods implemented in r3t are robust to treat general

examples with reasonable physical input data.

6.2.8.2 Computational Grids

The methods used in r3t are proposed in such a way that they can produce a reasonable

(or physically acceptable) approximation of the exact solution even on coarse computa-

tional grids.

This means that the user of r3t can start his/her computations on some (finite element)

grid with as less elements as possible. Such grid is determined by the possibilities of a

grid generator to resolve the computational domain with less finite elements of “good

geometrical” properties.

Furthermore, the initial computational grid shall resolve reasonably the initial data. This

means, for instance, that the interpolation of exact initial data by ( 6.12 ) on

a given initial computational grid (i.e., the grid level 0, see [ 52 ]) must be roughly appro-

priate. Analogously, the approximation of explicit source terms must be

reasonable.
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In practice, for instance, if the shape of or is a circle in 2D, one should use

an initial computational grid that covers this circle with at least few elements. Otherwise,

for instance, if such circle lies inside of a single element, it needs not to be recognised by

the discretisation on the initial computational grid.

If the convective transport is given by the velocity data from d3f, the accompanying grid

data from d3f are the most suitable initially also for r3t.

The important point is that computations on the initial computational grid need not to

produce numerical solution that approximates the analytical solution very precisely.

Using enough coarse initial computational grid, one has the possibility to refine this grid

several times, and, in such a way, one can decide about the numerical grid convergence

for the particular example. This means, roughly speaking, that if one compares the

numerical solutions of the same example on sequently refined grids and at same time

points, the differences must be smaller with finer grids and finer time steps.

In general, on coarser grids one can expect larger “numerical” (un-physical) diffusion and

larger interpolation error for finer structures of the analytical solution. With finer grids, the

numerical diffusion must diminish, i.e. the diffusive spreading shall be slower, and finer

structures (e.g., shapes of contour lines) can be visible in numerical solutions.

6.2.8.3 Numerical Methods

From previous considerations, one can suggest the following choice of appropriate

numerical methods in r3t. Note that in general, all numerical methods implemented in r3t

are convergent, and so, asymptotically (i.e., for enough small time and space discreti-

sation steps), all methods must converge to the same analytical solution. Of course, one

wants to prefer the methods that converge faster.

In general, the following rules are applicable.

If the problem (example) is convection dominant, the automatic choice of time steps

available in r3t shall be used to hold the maximal grid Courant number in ( 6.67 )

within some prescribed interval.
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If smaller time steps with the grid Courant numbers bellow 1 are possible, e.g., within the

interval , see [ 52 ], one shall prefer

the explicit discretisation scheme for the convection and decay, e.g. MOC=1, see [ 52 ].

This scheme is very precise for reaction equations, it offers the second order approxi-

mation for the convection, and the time splitting error with respect to diffusion-dispersion

(and, for instance, with respect to kinetic sorption) from the operator splitting approach is

acceptable. Consequently, this means that for the initial computational grid (i.e., the grid

level 0) one shall start with MOC=1.

With further grid refinements, the fixed maximal grid Courant number means that with

each grid refinement one has to use smaller time steps. In practice, one grid refinement

can mean one halving of the time step. Consequently, for very fine grids, especially, if high

local adaptive refinement is used, the time steps become too small and impracticable.

If a grid convergent numerical solution was not achieved with previous approach, and the

CFL restriction is impracticable for further computations, one can switch to fully implicit

central difference scheme. If the maximal grid Peclet number is smaller than (or approx-

imately around) 1, this is clearly the best choice for numerical methods, if one wish to use

large time steps.

Fig. 6.13 Initial function (l), solutions with MOC=1 (m) with MOC=0 (r)

after half period, the numerical solutions at the same time point. Due to large

Courant and Peclet numbers, the numerical solution with MOC=0 is corrupted

due to artificial longitudinal dispersion.

COURANT_MIN COURANT_MAX( , ) 0.5 1.,( )=
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Nevertheless, as it is illustrated with the next example, one should be aware that the fully

implicit central difference scheme with the maximal grid Peclet number larger than 1 can

introduce a non-physical, numerical longitudinal dispersion, if one uses time steps with

maximal grid Courant number than 1.

The Fig. 6.13 shows again the example of rotated impulse with relatively small (mole-

cular) diffusion where the exact solution is known, see, e.g., [ 50 ]. The left picture shows

the initial conditions, the middle picture the results of the explicit scheme MOC=1 after half

rotation, and the analogous results with MOC=0 in the right picture. Note that the contour

lines (i.e., their colours) in each picture do not correspond each other. The spreading of

the initial circle in the middle picture is due to the physical diffusion.

The absolute error for the numerical solution with MOC=1 is 2.12·10-3 in discrete norm

and for the fully implicit scheme MOC=0 it is 1.18·10-2. The both numerical solutions were

computed with the maximal grid Courant number equals approximately 20, and the max-

imal grid Peclet number was approximately 7. Clearly, the numerical solution for the fully

implicit scheme is corrupted by some artificial longitudinal dispersion, see also Fig. 6.6.

Note that no upwinding algorithms were applied in the fully implicit scheme.

Nevertheless, if the computational grid is further refined, and, consequently, the maximal

grid Peclet number is smaller than 1, the fully implicit central difference method can be

applied for this example even with the grid Courant numbers significantly larger than 1.

6.2.9 Tutorial

In this last section, a typical application of r3t for complex applications is described. To

preserve a simplicity of the explanation, we present only a 2D example and results only

for one component. For other examples, see [ 52 ], [ 44 ].

The domain is presented in Figure Fig. 6.14, together with the coarse grid level .

The velocity field is plotted in Fig. 6.15, concretely, a zoom to the middle part of the

domain. This velocity data were saved from d3f in the grid independent data format after

computing some stationary groundwater flow problem.
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This velocity data and the coarsest grid from d3f were read by r3t. In the file sourceterm,

a time dependent source of contaminant was defined that is concentrated to a single point

on the bottom boundary of the domain.

As mentioned before, there are several advantages to start the computations on the

coarsest grid level . Particularly, first preliminary results can be obtained very fast

and the time development of numerical solution can be guessed. Furthermore, the

sources of numerical errors can be recognised.

This can be clearly illustrated with two following Figures. In Fig. 6.16, a zoom of the initial

coarse grid is plotted together with contour lines of numerical solution after the very first

time step. Due to interpolation, although the source is located only in a single point in the

domain, very coarse grid in vertical direction causes enormous spreading of concentra-

tion to the top of domain. This is clearly the first source of numerical error.

In Fig. 6.17, the numerical solution at years is presented that was computed on

the coarsest grid. Comparing with the initial concentration profile in Fig. 6.16, the

spreading of contaminant along flow lines can be observed, as expected. Clearly, the grid

Fig. 6.14 The computational domain and the initial grid.

Fig. 6.15 The zoom of velocity field

l 0=
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refinement along these flow lines is required. Finally, another possible source of numer-

ical error can be guessed near the “turning” point over the narrow, almost impermeable,

geological layer on the left.

As the second step, it is very convenient to use adaptive local grid refinement to obtain

the next grid level. The error indicator was called after each time step and the elements

at the coarsest grid level were refined. The obtained grid after 200 years of simulation

time is plotted in Fig. 6.18 and the corresponding numerical solution in Fig. 6.19.

Because of very large maximal grid Peclet number, the computations were realised with

explicit scheme for transport and decay, i.e., MOC=1, and with the Courant number below

1. The error indicator marked, as expected, the elements along the flow lines starting at

(or near to) the source term. When comparing the numerical results for the grid level 0

and 1, i.e., the Fig. 6.17 and Fig. 6.19, one can see clearly that they differ too much,

Fig. 6.16 The zoom of initial coarsest grid

and the numerical solution after the very first time step.

Fig. 6.17 Concentration isolines at t=200 a computed on the coarsest grid.
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especially due to large interpolation error and large numerical dispersion for computa-

tions on the grid level l=0. Moreover, some “grid dependence” can be still clearly seen

also in the numerical solution for grid level l=1.

This approach was applied further. The grid from the last time step for the grid level l=1,

see Fig. 6.18, was taken as the starting grid for the computations with the grid level l=2.

For the grid level l=2, the local adaptive refinement was used again.

In Fig. 6.20, the numerical solutions for grid level l=5 and l=6 at t=200 y are presented.

Comparing the both numerical solutions, one can see that a nearly “grid independent”

numerical solution was obtained for the grid level l=6.

Fig. 6.18 The zoom of locally adapted grid at t=200 a.

Fig. 6.19 Concentration isolines on locally adapted grid at t=200 a.
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The grid refinement was uniform, starting with l=3 and until l=5, and only the grid level

l=6 was again obtained by a local adaptive refinement. As the maximal grid Peclet

number for l=6 was below 1, computations for l=5 and l=6 were realised with fully implicit

discretisation scheme and with the maximal grid Courant number equals approximately

10.

6.2.10 Conclusions

The simulator r3t is well prepared to produce (physically reasonable) numerical solutions

on sequence of (locally or globally refined) computational grids with appropriate auto-

matic control of time discretisation steps. In such a way, by comparing numerical results

between a coarser and a finer grid at given time points, one can easier judge the approx-

imation quality of particular numerical solutions.

Fig. 6.20 The results on the two finest grids.
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The most appropriate method to be used in r3t is the explicit, second order, discretisation

of the system of convection-decay equations, coupled with the implicit discretisation for

all other terms (like the dispersion), and with the automatic time step control to have the

maximal grid Courant number near (but below) 1. This is certainly the best method to start

with for coarser grids.

The only disadvantages of this method is that it can not be, in general, used with larger

time steps, i.e., with the maximal grid Courant number significantly larger than 1. The only

reason for that is that a large operator splitting errors can occur for other terms, i.e., for

diffusion, dispersion, kinetic sorption, and/or the immobilisation. Analogously, non-linear

problems can exhibit large errors, if explicit discretisation is used with the Courant number

larger than 1.

Summarising, the first simple rule is that if the automatic time control of time steps is not

too much restricted by the condition that the Courant number remains below 1, one shall

use the explicit discretisation method.

If this condition restrict the time step too much, the second choice of numerical method

is the implicit discretisation of all terms that exhibits no time splitting error. If the maximal

grid Peclet number is smaller than 1, one can use this method for convection-diffusion

problems with larger time steps, i.e., with the Courant number larger than 1. Consequent-

ly, this method is the best choice for finer computational grids.

If some very fast decay reactions occur in the example computed with the fully implicit

discretisation scheme, the time step can be restricted very much by the maximal Reaction

number due to the large time discretisation errors. In such a case, the exact solver for

decay reactions can be used that is combined then with the implicit discretisation for all

other terms using the standard operator splitting method.

All discretisation methods used in r3t must converge to the analytical solution. In such a

way, numerical results with different methods can be compared on sequence of

computational grids to judge the discretisation errors of numerical solution for particular

examples and to obtain grid convergent numerical solutions.
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6.2.11 The Error Estimator

In this part of the project one deals with highly accurate discretisations that are based on

self-adaptive methods.

The main goal of self-adaptive methods is to minimise the computational costs for the

approximate solution in order to achieve a given tolerance for the error between the exact

and the numerical solution. One way to do this, is the method of local mesh refinement,

which is controlled by the numerical solution itself on the basis of a-posteriori error

estimates. They measure the error between the exact and the numerical solution in terms

of the numerical solution which is known.

For convection dominated partial differential equations with small diffusion one derives

such a-posteriori error estimates that are uniform with respect to the diffusion coefficient

and thus hold even through in the limit where the diffusion coefficient might be zero. Such

a result was not available up to now and is of great importance for the use of this theo-

retical result in the grid adaptation strategy.

In more detail, within several steps (see [ 88 ], [ 59 ], [ 75 ], [ 21 ], [ 6 ], [ 35 ], [ 77 ], [ 53 ],

[ 85 ], [ 54 ], [ 78 ]) we finally managed to deal with systems of transport equations of the

following general form in :

( 6.72 )

( 6.73 )

Here denotes the vector valued function of mass concen-

trations of M species. Furthermore, for denotes the

accumulation term including the adsorbed part of the species, the

convective flux function, a generalised diffusion-dispersion coefficient,

and the species reaction and source term. Note that ( 6.72 ) is only

weakly coupled since coupling is solely due to zero-order terms .
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Equations of type ( 6.72 ) are of special interest if they model phenomena in which the

effect of the convective fluxes dominates the diffusive-dispersive terms. In a unit space-

time reference frame this effect occurs in the case

A possible degeneracy in (i.e. very small or very large) and the dominance of the

convective term makes the numerical approximation and the numerical analysis of prob-

lem ( 6.72 ), ( 6.73 ) very difficult. There are mainly two numerical approaches to handle

these difficulties: the method of characteristics and upwind methods. In the project it is

focused on upwind finite volume methods, as they are easier to implement and more uni-

versal in their application than the method of characteristics. For recent results on the

method of characteristics it is referred to [ 35 ], [ 6 ], [ 75 ], [ 77 ], [ 139 ] and the refer-

ences therein. In the context of upwind discretisations it is referred to [ 54 ], [ 35 ], [ 78 ]

and the references therein.

One particular scalar example of ( 6.72 ) is the following advection-dispersion equation

in porous media, including non-linear adsorption modelled by the Freundlich isotherm:

( 6.74 )

Here denotes the porosity of the medium, the bulk density, the adsorption coef-

ficient, the Freundlich exponent, the Darcy velocity, and the diffusion-dispersion

tensor.

6.2.11.1 The Final Theoretical Result and its Usage for the Implementation

The finite volume approximation of is denoted by . Then the main result of the

analysis is an a-posteriori error estimate of the form:

( 6.75 )
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where denotes an -norm in time and space and the right hand side only depends

on the approximate solution . The sums on the right hand side thereby denote

summations of local quantities over all elements of the computational grid, and all

discrete time steps .

Having derived the a-posteriori error estimate, one was able to derive an efficient adap-

tion strategy for the finite volume method which is based on an equal distribution of the

error to the elements of the computational grid (see for instance [ 75 ] for a detailed

description of the algorithm).

One can now state the main theoretical result of this part of the project in detail (for the

definition of the finite volume scheme and the proof of the theorem is referred to [ 75 ],

[ 85 ], [ 78 ]).

A-posteriori error estimate for the first order method

Let , , and let be the entropy weak solution of ( 6.72 ),

( 6.73 ) and the approximate solution, defined by the implicit vertex centred finite

volume scheme. With some further assumptions on the data, the numerical fluxes and

the grid the following a-posteriori error estimate holds:

The constants - are computable (for more details see [ 85 ]) and the error estimator

terms  are given as
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.

Here  is defined as

6.2.11.2 Going to Higher Order Finite Volume Schemes

So far one has always dealt with so called first order finite volume approximations of the

transport problem. For linear advection equations it is well known that these first order

finite volume schemes are only of order , if denotes the mesh size. In addition,

those methods introduce some artificial numerical viscosity which is proportional to the

local mesh size. Due to this drawbacks, such first order schemes on uniform computa-

tional grids are not very accurate in the prediction of the propagation of contaminants in

the subsoil. The situation gets even worse, if non-linear reactions are also taken into

account. In this situation the physical balance between reaction, advection and dispersion

may be completely destroyed by the artificial numerical viscosity. In order to cope with an

more accurate and efficient simulation of such transport phenomena we then proposed

an higher order finite volume scheme on self-adaptive computational grids, where the

adaptivity is steered by the rigorous a-posteriori error estimate which was derived for the

first order scheme.

Now the final gain in performance of the research in this project is demonstrated by the

following example (see also [ 35 ], [ 78 ]).
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6.2.11.3 Numerical Experiment: Transport and Decay of Radionuclides

As a first relevant application in environmental sciences one now introduces a simplified

model for subsurface transport and decay of radionuclides (cf. [ 53 ], [ 59 ], [ 85 ]).

Let be a bounded computational domain which represents a horizontal cut

through the aquifer. The mathematical model for the transport and decay of two radio-

nuclides with concentrations , and  writes

Fig. 6.21 Comparison of exact, higher and first order adaptive solutions

Exact solution at (first row) in comparison with the solution of an

adaptive higher order computation (774 cells, 70 seconds CPU-time) in the

second and a corresponding adaptive first order computation (7739 cells,

1411 seconds CPU-time) in the third row. The concentration distribution of

nuclide  is shown in the left column and of nuclide  in the right column.
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with . Here denote the decay rates of the radionuclides. This linear weakly

coupled system can be solved in the whole space analytically if one prescribes as initial

condition , , where denotes the mass and

the Dirac distribution with support in the point . Taking the analytical solution

at as initial condition for the numerical computations, one is thus able to com-

pare the approximated solutions with the exact one. In the following we will study uniform

and adaptive computations for the following data.

The spot of the concentrations and are transported through the domain, widened

by a small diffusion, and the nuclide decays into nuclide . The exact solution at

 is shown in the upper row of Fig. 6.21.

Fig. 6.22 Adaptive grids for the higher (left) and the first order method (right)

corresponding to the adaptive solutions shown in Fig. 6.21.
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Fig. 6.23 L1-error versus CPU-time for uniform and adaptive calculations

for the first and higher order scheme for the nuclide transport problem in log-

arithmic scale.

Fig. 6.24 Profiles of the exact, higher order and first order adaptive solutions

Comparison at of the exact solution in black, higher order adaptive

approximation in red (70 seconds CPU-time), and first order adaptive ap-

proximation in blue (1411 seconds CPU-time). The concentration profile of

nuclide  is shown on the left, while nuclide  is displayed on the right.
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The uniform and adaptive first order scheme for this model problem has already been

studied in [ 85 ]. It was shown that the first order scheme and the error estimator con-

verges with approximately the same rate on uniform grids. Thus, for the first order scheme

the error estimator is efficient. In addition to the convergence study, the speed up in CPU-

time was demonstrated for the adaptive first order scheme.

By the presentation here, the gain in performance of the higher order scheme, both on

uniform and adaptive grids (see Fig. 6.23) will be demonstrated. While the adaptive first

order method performs better than the uniform second order method on rather coarse

grids, this situation changes on finer grids where higher order beats adaptivity. As expect-

ed, the adaptive version of the higher order method is by far the most efficient algorithm.

In order to see the advantage of the adaptive higher order method in terms of CPU-time,

we plotted in Fig. 6.23 the -error versus runtime.

Finally, for a visual comparison of the adaptive higher order and first order method, the

numerical solutions at are given in Fig. 6.21. The computational grids at

of the adaptive solutions are shown in Fig. 6.22. It is quite evident that the

adaptive higher order method needs far less grid cells than the adaptive first order

method. In Fig. 6.24 the profile of the solution at is plotted. Here one recognises

the tremendous benefit of the higher order method. Whereas the first order method

smears out the solution very much, the higher order method captures the exact solution

very well.

6.2.11.4 Conclusion

Within the context of this project an efficient and reliable adaptive strategy for a first order

finite volume approximation was derived. In several steps an a posteriori error estimate

for the full complexity of weakly coupled systems of non-linear convection-diffusion-

reaction equations, including non-linear retardation, was finally rigorously derived. This

theoretical result then was the key in deriving an efficient adaption strategy for the finite

volume scheme, both in time and space.

Finally, a self-adaptive higher order finite volume method was proposed, where the adap-

tivity is also based on the results of the first order method. Numerical experiments

demonstrated the enormous gain in efficiency by using both, adaptivity and higher order

accuracy.
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The implementation and testing of the derived adaptive concepts was done on the basis

of an other code development called GFLOW and finally these concepts were implement-

ed into the r3t environment.

6.3 The Postprocessor

The focus of the work of our group in this projects was to extend the postprocessor

developed for the program package d3f and to adapt it to the requirements of r3t. This

includes the enhancement of existing methods as well as the development of new ones,

with a special emphasis on the processing and visualising large ensembles of scalar func-

tions, as they occur when exploring sets of radio nuclides, possibly also in different

phases, and on the inspection of features inherent to pollutant transport problems.

The focus was on the methods for data import and handling and on tools to understand

complex flow fields along which pollutants are transported, to display traces of pollutants

in the domain, evaluate and balance nuclide concentration, to handle and visualise large

sets of concentrations and focus on subdomains of special interest. In what follows, an

overview of the newly developed postprocessing methods will be given.

6.3.1 Anisotropic Diffusion and Transport in Flow Visualisation

Vector field visualisation is an important topic in scientific visualisation. Its aim is to graph-

ically represent field data in an intuitively understandable and precise way. Here a new

approach based on anisotropic non-linear diffusion is introduced. It enables an easy

perception of flow data and serves as an appropriate scale space method for the visual-

isation of complicated flow pattern. The approach used for r3t is closely related to non-

linear diffusion methods in image analysis where images are smoothed while still retain-

ing and enhancing edges. An initial noisy image is smoothed along streamlines, whereas

the image is sharpened in the orthogonal direction. The method is based on a continuous

model and requires the solution of a parabolic PDE problem, remarkably similar to the

problems to be solved for the actual simulation processes. The methods have been

applied in 2D and 3D for data arising in d3f and r3t.
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In case of time-dependent flow data this technique has been expanded. The aim has

been represent transport phenomena governed by time-dependent vector fields in an

intuitively understandable way, using images as well as animations. Here the method for

steady flow fields was picked up, expanded and generalised to allow a multiscale visual-

isation of long-time, complex transport problems. Instead of streamline type patterns

generated by the original method now streakline patterns are generated and advected.

This process obeys a non-linear transport diffusion equation with typically dominant

transport. Starting from some noisy initial image, the diffusion actually generates and

enhances patterns which are then transported in the direction of the flow field. Simul-

taneously the image is again sharpened in the direction orthogonal to the flow field. A

careful adjustment of the model’s parameters is derived to balance diffusion and transport

effects in a reasonable way, as is shown in Fig. 6.25. The numerical scheme is based on

an efficient upwind finite element discretisation.

6.3.2 Algebraic Multigrid Approach for Multiscale Visualisation of Flow

To support the understanding and the analysis of 3D flow fields the extraction respectively

visualisation of flow pattern and “features” on different scales is an indispensable tool.

One observes that a clear and unique definition of “flow feature” has not been achieved

so far. This depends significantly on the application and in particular on the different

scales of the complex flow. Moreover during our research it has become evident that one-

level analysis of feature-defining quantities is not capable of resolving the flow structures

adequately, even not with moderate user interaction. Hence, a multilevel analysis of the

flow is considered. A natural operator connected with the flow is the streamline diffusion

operator [ 68 ], [ 96 ]. Here we consider the following special anisotropic version

Fig. 6.25 Visualisation of a complex flow field

The absolute value of the velocity is colour coded.
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( 6.76 )

which is closely related to our transport diffusion operator. Thereby the anisotropic

Laplace-operator , which prefers diffusion of u in direction of the flow, is considered

together with the corresponding advection term . Performing a multilevel analysis

of the operator in terms of an algebraic multigrid method, one obtains an identifica-

tion of features of the flow.

6.3.3 Data Import

The r3t data format experienced only slight changes in comparison to the d3f project, so

that the changes on the import module concentrate on details of special importance in

the setting of radionuclide transport. This mainly involves the possibility to handle data

sets with a large number of scalar functions (i.e. pollutant concentrations) that are extract-

ed from the concentration vector that is written by the numerics module. For ease of

handling, subsets of this functions can be reassembled as components of a vector-valued

multi-vector function, that can be subject to a number of special presentation

methods for high-dimensional data, see below.

6.3.4 Clipping Planes

Drawing isolines or colorshading of function values on clipping planes through three-

dimensional domains is one of the principal visualisation methods for the display of scalar

functions. Because of the special setting in our project, a set of additional tools that are

adapted to the r3t aims have been developed.

First, this includes a general class, called clipmesh, that allows to generate a two-

dimensional object from a three-dimensional data set by clipping with a plane. Elements

of the clipped grid are generated temporarily at runtime from their three-dimensional

counterparts during the traversal of the 2D grid without actually storing them. In this way,

one is able to generate any number of slices of a 3D data set and work on them with the

full set of display and analysis methods that is available for two-dimensional objects. The

T Dv u[ ]

:= åÄA u v v∇⋅+

:= ådiv A v uñ∇,( ) u∇( ) +v v∇⋅

ÄA

v u∇⋅
T Dv
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performance of this scheme, if compared to a specialised clip display method for 3D

objects decreases only by a constant factor in the range of about two to eight. In addition,

fast methods for the display of a set of clip planes in one traversal of the three dimensional

element tree were developed. In this case, the advantage of treating several planes in

one pass greatly increases the performance advantage to the general concept described

above. Further, these methods have a special interface to the data analysis tool (see

below) that allows to restrict the domain that is displayed to the area of interest.

The methods clip-isoline-multi works on a set of parallel clipping planes. Here

the interface to the data analysis tool (DAT) developed in cooperation with AG Kröner is

of great importance, as it allows to restrict the part of each plane that is drawn, in this way

freeing the line of sight to the next plane behind. The method spades or leporello

draws function values on the cuts of a blade: First one defines the ground plane, on which

one marks a number of consecutive lines. The function is then drawn on the plane

orthogonal to the ground plane through each of this lines (i.e. a cut of the spade).

Additionally, one can unfold this depiction into one plane like a leporello (c.p. Fig. 6.26).

6.3.5 Function Evaluation and Time-Variation Graphs

The function evaluation methods (as well as the integration methods described below)

are based on a hierarchical search algorithm in the element tree. Thus they exploit data

locality when evaluating function values on nearby points, which is especially useful when

evaluating along lines, planes, or subsets of the domain. All methods include the possi-

bility to evaluate the function only at a specific time or to plot a function graph over the

time axis. Results of evaluation or balancing methods are additionally stored as a plain

ASCII text file that allows easy storage, reference and further processing of the data.

Primarily this includes the evaluation of functions at a specified point or along a line or

curve. The time dependent variant of this methods generates a graph over time of the

concentration at a given point, line or curve. If the function is vector-valued (as in a

assembled set of different concentration in a multi-vector), multiple time-variation

graphs are automatically generated. Additionally, one can sample function values on an

equidistant Cartesian grid and write them to a plain text file, which can usually be easily

imported into other program packages, e.g. for comparison or further processing.
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6.3.6 Mass Balancing

Also a new set of balancing methods is provided mainly for integrating concentrations

over subsets of the computational domain. This includes the possibility to integrate the

mass contained in a “thick” subset of the domain, as in a cuboid or a subdomain given by

the geology. Further methods allow to compute the flow through a n-1-dimensional subset

of the domain, given a velocity and a concentration density function. In this case planes,

planes intersected with subdomains and subdomain boundaries are useful candidates

for such an integration.

Fig. 6.26 Concentration of pollutant on clipping planes and on a leporello
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6.3.7 Simplified User Interface

In debt of the experiences from the previous project, a version of the postprocessor with

a simplified user interface was also developed. This includes controls for some basic

visualisation and analysis tools that were selected in collaboration with users of the pro-

gram into a reduced interface that hides the full complexity of the postprocessing tool.

Additionally, this tool integrates functions that aid the user in finding sensible parameter

values for the included display methods.

6.3.8 Additional Methods

For debugging purposes, a display method was added that shows the elements of the

grid and allows to inspect nearly all properties of elements and functions that are known

to the postprocessor, as global and local node numbers, local coordinates, function

values, error estimators and so on.

To simplify correlating computational results with e.g. geographical information, image

files like aerial photographs, maps etc. can be superimposed onto objects in the post-

processor (cp. Fig. 6.27). They are placed appropriately if you can identify three points of

the image and their coordinaters in the computational domain.

Fig. 6.27 Map texture overlaying the geometry of the computational domain
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6.3.9 The Data Analysis Tool (DAT)

The data analysis tool (DAT) allows the definition of new functions by arithmetic opera-

tions on existing ones, and to define subsets of the domain (that are to be taken into

account for visualisation or analysis purposes, see above). Furthermore, a method for the

rendering of massive sets of shaded particles has been developed to support the simul-

taneous visualisation of multiple species.
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7 The Verification of r3t

In this chapter first various methods for verification are introduced while in the latter part

of the chapter explicit calculations to verify r3t are shown in one-, two, and three dimen-

sions.

7.1 Methods for Verification of the Simulator r3t

The aim of this chapter is to provide an overview of verification methods for the simulation

code r3t. Moreover, the proposed methods can be used for a-posteriori check of any other

numerical codes for simulating solute transport. In order to prove the accuracy of the

numerical code we propose the following tests:

- re-identification of transport parameters, e.g. transport velocity and dispersion

coefficients

- check of total mass conservation and mass reduction in the case of radionuclide

decay (both for linear and non-linear models)

- check of the front velocity for transport with a continuous solute injection (for the case

of non-linear adsorption with an equilibrium adsorption isotherm)

- comparison with analytical solutions (for linear transport)

Tab. 7.1 Parameters for a two-dimensional homogeneous problem

parameter value

discretisation level 7

max. edge [m] 0.7912

min. edge [m] 0.125

φ 0.1

D11 variable

D22 [m2s-1] 6.5⋅10-8

cin [g m-2] 1

ρKnl (ρKd) [(g m-2)p-1] 0.15
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For every test case we proceed as follows: First, the theoretical background is introduced.

Second, the application of the current test on the basis of significant examples for trans-

port in homogeneous media is show.

The calculation of the numerical examples is performed by means of the simulation tool

r3t, using the upwind finite volume method with a Courant number for solution of

the transport with finite Peclet numbers and the method of characteristics with

in the purely advective transport case. The homogeneous transport model

is solved in a two-dimensional domain of 100 m by 16 m. One models a uniform steady-

state flow field aligned with the x-direction. The initial condition for the solute is considered

as a Dirac pulse in space, which is released into the domain instantaneously or as a con-

tinuous point injection of mass. The necessary simulation parameters can be found in

Tab. 7.1.

7.1.1 Governing Equations and Boundary Conditions

On mesoscopic scales, the time evolution of radionuclides which are dissolved in the

groundwater and which are coupled by first-order decay processes is given by an advec-

tion-dispersion equation. Additionally, the nuclides are adsorbed on the soil matrix. Thus,

the transport equation of the ith member of the decay chain results in the following system

of differential equations:

( 7.1 )

( 7.2 )
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Here, t is the time, is the constant porosity of the fully saturated medium, is the dry

matrix density, the dissolved concentration and the equilibrium adsorp-

tion isotherm. The vector denotes the Darcy velocity which follows directly from the

local hydraulic conductivity of the medium, , by Darcy’s law

( 7.3 )

where  stands for the piezometric head.

Dividing ( 7.1 ) - ( 7.2 ) by and performing the time derivative, the system of transport

equations can be rewritten as:

( 7.4 )

. ( 7.5 )

Here, the vector denotes the pore velocity. The tensor D characterises the local

dispersion. It is assumed to be diagonal in a Cartesian coordinate system and contains

the diffusion coefficient Dm and the dispersivities :

( 7.6 )

 is the so-called retardation factor which is defined as
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. ( 7.7 )

In many cases, linear adsorption models are employed to approximate experimental

sorption data. For linearly adsorbing solutes a linear relation between the dissolved and

the adsorbed concentrations holds

( 7.8 )

where is a positive, element-specific distribution coefficient in units of [md kg-1] in

d spatial dimensions. However, there is mounting evidence of isotherm non linearity in

subsurface soils [ 80 ], [ 140 ], [ 141 ]. Non linearity should in fact be expected for surface

adsorption phenomena that extend over a range of significant solution concentrations

and may be exhibited if interactions between sorbed solute molecules increase or

decrease their affinity for the sorbent.

A variety of conceptual and empirical equilibrium models for representation of non-linear

sorption processes exists in the literature [ 70 ], [ 79 ], [ 80 ], [ 124 ]. The Langmuir model

is based on an asymptotic approach to a maximum sorption capacity , and the affinity

b of the surface for the solute:

. ( 7.9 )

Here, denotes the dissolved concentration of the element to which the ith radio-

nuclide belongs.

Equilibrium data are often better described by a general concentration-dependent

relationship which does not assume limited levels of sorption. In the following, the special

interest and investigations are focused on transport with an equilibrium isotherm of

Freundlich type:
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( 7.10 )

Here, p is the Freundlich exponent and the element-specific sorption constant in

units of [mass-p lengthpd] in d spatial dimensions.

Neumann boundary condition is defined as

. ( 7.11 )

Alternatively, a tracer was introduced uniformly distributed along the transverse direction

into a finite domain with the flux concentration . In this case, one assumes a Cauchy

boundary condition at the inflow boundary and a vanishing concentration gradient normal

to the outflow boundary:

( 7.12 )

( 7.13 )

The normal vector, ni, is oriented towards the outside of the domain.
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7.1.2 Identification of Transport Parameters

7.1.2.1 Transport with no Decay

Transport processes with linear adsorption are characterised by a constant retardation

factor, . Assuming a point-like instantaneous injection of solute, the

transport equation ( 7.4 ) is solved by a Gaussian concentration distribution. The distri-

bution is completely described by its centre of mass and its width. The centre of mass is

defined as the first spatial moment of the concentration distribution

, ( 7.14 )

whereas the width is the square root of the second central moment defined as

. ( 7.15 )

All higher spatial cumulants vanish. By time derivation the transport parameters follow as

. ( 7.16 )

Hence, a unique relation between spatial moments on one hand and transport param-

eters on the other exists: The first moment determines the transport velocity, the second

the dispersion coefficients. In transport simulations this relation is used in order to identify

transport parameters from concentration data, especially for transport in heterogeneous

media where no analytical solution of the concentration is known.
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Transport with non-linear adsorption is characterised by a concentration-dependent

retardation. If the adsorption is given by an isotherm of Freundlich type, the retardation

factor reads as:

. ( 7.17 )

For equation ( 7.17 ) implies that smaller concentration values are stronger retarded

than larger ones leading to an asymmetric concentration profile. For an instantaneous

point-like injection of solute the self-sharpening concentration profile results in a steep

front and an extremely broad concentration tail behind the front. A numerical solution of

( 7.4 ) for p=0.5 is shown in Fig. 7.1 after t=2·10+6 s (p=0.5, D11=6.6·10-6 m2 s-1) where

a typical concentration profile is plotted along the longitudinal x-axis. At the front, self-

sharpening and longitudinal dispersion effects balance out. For continuously injected

solute the width of the front does not grow with time but reaches a fixed value which

essentially depends on the longitudinal dispersion coefficient [ 136 ]. For a point-like

Fig. 7.1 Concentration distribution for Freundlich adsorption
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injection one calculates the steepness at the front as the relative concentration decrease

at the front edge, see Fig. 7.1. For small travel distances dispersive spreading and self-

sharpening compete with each other. With travel distance the influence of the non-linear

retardation increases. Finally, dispersive spreading and self-sharpening balance out and

a constant front angle results, see Fig. 7.2.

The strong asymmetry of the profile is shown in the spatial moments as well. In contrast

to linear transport theory, higher cumulants do not vanish and no moment becomes irrel-

evant with large times. In other words, all cumulants are necessary in order to describe

the shape of the profile properly which clearly is a consequence of the extremely asym-

metric concentration distribution. Therefore, standard spatial moment analysis cannot be

used for a unique identification of the transport parameters. In Fig. 7.3 the second central

longitudinal moment divided by is shown against time for two different longitudinal

dispersion coefficients both for transport with linear and non-linear adsorption (p=0.5).

The longitudinal dispersion coefficients differ by a factor 10. However, in the case of non-

linear adsorption the second central spatial moments do not quantitatively show the

difference. It implies that standard spatial moments should not be used to infer dispersion

coefficients.

Fig. 7.2 Relative concentration decrease per cell

as a function of the travelling distance
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Therefore, one proposes to identify transport parameters directly from the homogeneous

advection-dispersion equation ( 7.1 ) with by multiplying it with

powers of the space vector or time and consecutive integration over space or time.

Consequently, the identification method leads to expressions which depend on dissolved

as well as adsorbed concentrations.

Definition of Transport Parameters by Means of General Spatial Moments

To obtain the transport velocity in the i-direction one multiplies the transport equation

( 7.1 ) by xi, the ith component of the space vector, and integrate over space:

. ( 7.18 )

Fig. 7.3 Longitudinal second spatial moment divided by  against time

for two different longitudinal dispersion coefficients for transport

with linear and non-linear adsorption
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For shorter notation one defines . Analogously, one obtains the

dispersion coefficient by multiplication with and integrating over space. One ends up

with

. ( 7.19 )

The difference between standard spatial moment analysis and the above definition is that

in ( 7.18 ) and ( 7.19 ) the spatial moments of the total concentration normalised by the

mobile mass instead of normalised spatial moments of the mobile concentration were

used.

At first glance, the difference might appear minor. But if one applies the new identification

rule to the same dissolved solute concentration data as used in Fig. 7.3 one becomes

aware of the important difference. The result is plotted in Fig. 7.4 and Fig. 7.5. In both

cases, the simulation results for the groundwater velocity and the dispersion coefficient

are compared with theoretical parameters. In contrast to Fig. 7.3, the longitudinal disper-

sion coefficients are now identified very precisely. It demonstrates that the rules ( 7.18 )

and ( 7.19 ) are appropriate to quantify the transport velocity and the dispersion coeffi-

cients correctly. Note that for p=1, ( 7.18 ) and ( 7.19 ) reduce to the usual identification

of transport parameters for transport in uniform flow fields.

Furthermore, the method of general spatial moments can be used for estimation of the

numerical dispersion and therefore for a validation of numerical codes and simulations.

In Fig. 7.6 the calculated and the actual longitudinal dispersion is shown. The difference

between both allows to quantify numerical effects, which later have to be taken into ac-

count in the interpretation of the general spreading behaviour of a solute.

Definition of Transport Parameters by Means of General Temporal Moments

The method presented above can be extended for identification of transport parameters

from temporal moments of breakthrough curves characterised by the inflow-outflow

boundary conditions as given in ( 7.12 ) - ( 7.13 ).
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Fig. 7.4 Comparison between calculated and simulated velocity

for transport with linear and non-linear adsorption

Fig. 7.5 Calculated and simulated dispersion coefficient

for transport with linear and non-linear adsorption and two different

longitudinal coefficients
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For this reason, one multiplies ( 7.1 ) and ( 7.12 ) - ( 7.13 ) by powers of time tk and inte-

grate over time. For the transport velocity at location xi in the domain we end up with:

. ( 7.20 )

The dispersion coefficient is given as:

. ( 7.21 )

Fig. 7.6 Numerical dispersion with linear and non-linear adsorption

Estimation for p = 0.5 and Co = 0.1
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In the expressions above mk, k=0,1,2 denotes the kth temporal moment of dissolved con-

centrations

. ( 7.22 )

and  the kth temporal moment of adsorbed concentrations:

. ( 7.23 )

7.1.2.2 General Transport Case

Expressions ( 7.18 ) and ( 7.19 ) can easily be extended to a general transport case with

radioactive decay and different adsorption isotherms. Accordingly, the groundwater

velocity and the dispersion coefficient for the ith nuclide read as:

( 7.24 )
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( 7.25 )

The isotherm may describe Langmuir type sorption processes or first-order kinetic

sorption. In the latter case, the isotherm is an integral expression of the mobile concen-

tration and therefore non local in time. However, the general definitions ( 7.24 ) and

( 7.25 ) also hold in these cases.

In Fig. 7.7 one plots the dispersion coefficient for adsorbing transport with no decay and

with a Langmuir isotherm calculated by using equation ( 7.25 ) on the one hand and the

second central moment on the other hand (the second central moment = 7.5⋅10-3,

b=50 (g m-1)-1). As one can see, the second central moment fails to reproduce the correct

dispersion value for short travel times. In contrast, the identification by means of ( 7.25 )

reproduces very well the dispersion coefficient at any time. The same behaviour can be

observed for transport with first order kinetic adsorption plotted in Fig. 7.8. Obviously, the

standard spatial moment analysis overestimates the theoretical value of the dispersion

coefficient, quite contrary to the identification by using equation ( 7.25 ).

7.1.3 Check of the Total Mass

For an instantaneous solute injection the total amount of the ith nuclide present in the soil

system at time  is given as the sum of the dissolved and adsorbed mass

. ( 7.26 )
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Fig. 7.7 Evaluation of the dispersion coefficient

for a transport with Langmuir adsorption using formula ( 7.25 )

Fig. 7.8 Evaluation of the dispersion coefficient

for a transport with first order kinetic adsorption using formula ( 7.25 )
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Fig. 7.9 Total mass conservation for transport with non-linear adsorption

Fig. 7.10 Increase of the total mass as function of time

for transport with non-linear adsorption and continuous solute injection
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Moreover, the total mass  satisfies

( 7.27 )

( 7.28 )

The terms on the r.h.s. in ( 7.27 ) and ( 7.28 ) denote the total mass flow over the bound-

aries.

It is easy to deduce that the total mass of the first nuclide decays exponentially in time if

no mass flows over the boundaries

. ( 7.29 )

Here,  is the initial mass of the first nuclide.

If no radioactive decay is considered and no mass abandons the domain, the total mass

remains a constant. This is illustrated in Fig. 7.9 where the total mass conservation as a

function of time for transport with non-linear adsorption (p=0.75, D11=6.5·10-6 m2 s-1)is

shown. If the solute is injected continuously in time and undergoes no radioactive decay,

its total mass presented in the domain increases continuously with the injection time t:

. ( 7.30 )

This behaviour is illustrated in Fig. 7.10 where the slope of the graph is equivalent to the

initial mass = 0.042 g m-2
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7.1.4 Verification of the Front Velocity

The homogeneous transport case with a continuous solute injection can explicitly be

solved. The concentration is characterised by a travelling-wave solution [ 136 ]. The front

moves through the homogeneous medium with a constant wave velocity:

( 7.31 )

where r is the a retardation factor defined by the concentration at the inflow boundary cin

and the adsorption isotherm cad

. ( 7.32 )

In Fig. 7.11 the transport behaviour for a non-linearly adsorbing solute is presented for

different times (p = 0.75, D11 = 6.5 ⋅10-6 m2 s-1). Obviously, the solute appears like a

travelling wave which moves through the domain with the expected constant velocity

( 7.32 ), a = 9.4·10-5 m s-1.

7.1.5 Comparison with Analytical Solutions

7.1.5.1 Analytical Solution for the Linear Transport Case

As already discussed in subsection 7.1.2.1, transport processes with linear adsorption

lead to a constant retardation factor R. In this case, the transport equation can easily be

solved by means of the Fourier transform method. The resulting solution depends on the

initial and the boundary conditions. If one considers the transport of an instantaneously

injected nuclide which additionally decays with a decay rate λ, the solution is given by a

Gaussian-shaped concentration profile:
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( 7.33 )

where cin represents the initial concentration. In the limit D11 = D22 = 0, the solution be-

comes a Delta distribution:

. ( 7.34 )

Fig. 7.11 Concentration profiles at different times for non-linear adsorption
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In Fig. 7.12 and Fig. 7.13 a comparison between the theoretical solution from ( 7.34 ) and

( 7.33 ) and the numerical calculation by means of r3t at different times is plotted. In both

cases, the numerically calculated concentration profiles agree excellently with the expect-

ed concentrations. The numerical dispersion is practically kept at zero because the

Courant number used in the calculations is very closed to one ( ). The

numerical solution for the purely advective case differs slightly from a Delta pulse. This

can be explained by the fact that the initially defined concentration profile has to be a

smooth function. Accordingly, the default initial concentration is distributed over the neigh-

bouring finite volumes. However, the initial concentration is transported through the

domain with a constant velocity and a constant shape. .

7.1.5.2 Analytical Solutions for Pure Advection with Non-Linear Adsorption

In general, the homogeneous transport problem ( 7.1 ) with non-linear adsorption has no

explicit solution. Only scaling solutions have been investigated so far [ 33 ], [ 65 ], [ 137 ].

However, if we consider only advection dominated transport processes (D11=D22=0) in

the x-direction, an asymptotic solution of ( 7.1 ) can be found in a closed form.

Fig. 7.12 Comparison between the analytical and the numerical solution

for purely advective transport (method of characteristics)
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Fig. 7.13 Comparison between the analytical and the numerical solution

for transport with linear adsorption,  = 0

Fig. 7.14 Comparison between numerical and analytical solution

for homogeneous, purely advective, non-linear transport
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For very large times, the dissolved mass becomes negligible compared to the adsorbed

mass. Thus, the total concentration in ( 7.1 ) can be replaced by the adsorbed concen-

tration:

. ( 7.35 )

The solution of this problem is given as:

with .( 7.36 )

Here, v0 is the algebraic function

( 7.37 )

and M0 is the total mass. The last condition follows from the requirement of total solute

mass conservation

. ( 7.38 )

In order to compare successfully the asymptotic analytical and the numerical solutions,

the asymptotic condition ( 7.35 ) has to be fulfilled. In the numerical implementation there

are two possibilities to achieve the asymptotic regime. On the one hand, one can perform

simulations over a very large time period. A disadvantage of this method is that the

numerical solution contains information about pre-asymptotic time behaviour and is

therefore stronger retarded than the pure asymptotic solution. A second possibility is to

start the simulations directly in the asymptotic regime. This can be fulfilled by parameter-

ising the porosity by a very small value . Under this condition, the numerical and

analytical solutions are fully comparable. Thus, in the numerical test case one sets the

porosity to φ=10-6, (p = 0.75, u = 10 m s-1). Fig. 7.14 shows the results. As one can see,
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at every time the tailing of the numerical and analytical solutions fit very well. The slight

difference at the front edge is due to numerical dispersion and the chosen discretisation

level.

7.1.5.3 Analytical Solutions for Transport of a Decay Chain

In this subsection one considers the transport of a decay chain in homogeneous media

with linear adsorption. Using Laplace transform, one obtains analytical expressions for

the transport in a unidirectional steady-state flow field as well as in a radial steady-state

flow field in single and multiple porosity media. At least in Laplace domain, all solutions

can be written in closed analytical formulae.

7.1.5.4 General Solution of the Transport Model

The system of differential equation ( 7.4 ) - ( 7.5 ) can be solved by applying Laplace

transformation. The solution for the Laplace transform of the dissolved concentrations

can therefore be written as a linear combination of the fundamental solutions :

( 7.39 )

with s denoting the Laplace variable. The fundamental solutions depend on the flow

configuration and solve the single species transport model of the ith species without

decay. The solution for the coefficients can be obtained in a recursive way by using

the relation

( 7.40 )
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To fully solve the transport problem of an arbitrary length decay chain in porous media,

three things have to be done: First, one has to find the basic solutions for all flow

geometries one is interested in. Second, one has to determine the unknown coefficients

. All other coefficients for the linear combination are given through the recursive

formula . The coefficient depends on the boundary conditions and will be derived in

subsequent sections for some simple cases. Third, one has to find formulae for inverting

the Laplace domain solutions to the time domain. Analytical inversion is only possible in

some cases of homogenous unidirectional steady-state flow. No inversion formulae were

found for radial flow.

7.1.5.5 Transport in Homogeneous Unidirectional Steady-State Flow

One-Dimensional Transport

In this case, the solution of the transport problem can be found in a closed form. The basic

solutions in Laplace domain take the form [ 69 ]:

( 7.41 )

One considers flow in the infinite half space with a fixed concentration boundary condition

at the origin. In the case of a constant Dirichlet boundary condition, , the

Laplace transformed boundary condition takes the form . For the delta-

type Dirichlet boundary condition
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Laplace transform yields ( are the masses injected during

the Delta-pulse and A is the cross-sectional area of the aquifer). We get the coefficient

by simply evaluating ( 7.39 ) at x=0. Tab. A.1 in appendix A shows the resulting coef-

ficients for constant Dirichlet boundary condition (transient and steady-state case) as

well as for Delta-type boundary condition. Formulae for the corresponding Cauchy bound-

ary conditions are also included in Tab. A.1. Analytical inverse Laplace transform is

possible in this case. All solutions can be written as linear combinations of the terms

in the left column of table Tab. A.2 in appendix A and can be inverted with the aid of the

right column’s formulae.

Figures Fig. 7.15 - Fig. 7.17 show the resulting concentration distributions for the four-

member decay chain at t=3000 d with =(7,5,4.5,3.8)·10-4 d-1, R=(5.3,1.9,1.2,1.3),

u=1 m d-1, =10 m, and F=1 m2. One can see the different chain members succes-

sively coming up to the maximum and then vanishing again. Note the long tailing of the

concentration distributions in the stationary case. Also note the shape of the second chain

member’s concentration distribution in Fig. 7.17, which is due to the big difference

between R1 and R2: the first member acts as a kind of exponentially decaying, nearly non

moving source for the second member.

Fig. 7.15 1D transient concentration distribution (constant b.c.)
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Fig. 7.16 1D stationary concentration distribution (constant b. c.)
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Fig. 7.17 1D transient concentration distribution (d-type b. c.)
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Two-Dimensional Transport

Without restriction of generality, one can choose a coordinate system with flow direction

parallel to the x-axis. In this case, the basic solutions in Laplace domain are given as:

( 7.42 )

 denotes the first-order modified Bessel function of the second kind.

One considers flow in the infinite 2D space with a point source at the origin. Dirichlet

boundary conditions can no longer be applied because the concentration distribution

diverges at the origin. The point source can have a constant or Delta-type profile in time.

Determination of the coefficient now requires mass balance conditions instead of

boundary conditions. Results for the coefficients are shown in Tab. A.3 in appendix

A. Analytical inverse Laplace transform is also possible in this case. All solutions can

be written as linear combinations of the terms in the left column of Tab. A.4 in appendix

A and can be inverted with the aid of the right column’s formulae.

Fig. 7.18 shows results for the Delta-type point source and for the four-member chain at

t=3 000 d, with =(7,5,4.5,3.8)·10-4 m d-1, R=(5.3,1.9,1.2,1.3), u=1 m d-1, =10 m,

=1 m, M0=(1000,0,0,0) mol, =0.15, d=1 m. Note again the shape of the second

member’s distribution which is highly asymmetric due to the big difference in retardation

factors.
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Three-Dimensional Transport

Again, one chooses a coordinate system with flow direction parallel to the x-axis. The

basic solutions in Laplace domain take the form [ 69 ]:

( 7.43 )

Fig. 7.18 2D transient concentration distribution (δ-type boundary condition)

The outer isolines denote different concentrations in every plot.
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One again considers flow in infinite 3D space with a point source at the origin. This point

source can have a constant or Delta-type profile in time. Determination of the coefficient

is done exactly as in the 2D case. Results are shown in Tab. A.3 in appendix A.

Formulae for analytical Laplace inversion are given in Tab. A.4 in appendix A. Application

and restrictions are exactly the same as in the 2D case.

Fig. 7.19 shows results for the Delta-type point source and for the four-member chain at

t=3000 d with =(7,5,4.5,3.8)·10-4 d-1, R=(5.3,1.9,1.2,1.3), u=1 m d-1, =10 m, =1

m =1 m, =(1000,0,0,0) mol, =0.15. A profile at y=0 and z=0 is shown. Note the

shape of the second chain member: It is now decreasing in the plateau region, whereas

in the 1D case it was increasing in this region. This fact is due to increased dispersive

losses into the two other space directions in 3D compared to 1D.

Transport in Radial Steady-State Flow

One considers a radially diverging flow field created by an injection well. Concentration

gradients in - and -directions are zero and dispersive terms in these directions can

therefore be neglected. Once more, we assume constant dispersivity and neglect mole-

cular diffusion. Then, the governing equation takes the form:

Fig. 7.19 3D transient concentration distribution at y=0 and z=0

for δ-type boundary condition.
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( 7.44 )

( 7.45 )

is the dispersivity in r-direction. for 2D radial flow and

for flow from a point source in 3D infinite space. Q denotes the inflow

rate of water at the origin and d the thickness of the aquifer.

Neglecting molecular diffusion is a valid assumption only near the origin. As the flow

velocity declines hyperbolically with 1/r, also the dispersive effects become weaker and

weaker as r is increasing. Therefore, molecular diffusion should be included in the equa-

tion, but for this case, one does not find analytical solutions for the governing equation in

Laplace domain.

The basic solutions for 2D radial flow are:

( 7.46 )

Ai is the Airy-Ai function and . For 3D radial flow, the basic solutions

read:

( 7.47 )
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W is the Whittaker W function and .

In the case of radial flow, we consider constant and Delta-type concentration boundary

conditions at the origin. The only complication is the fact that for all basic solutions

. Therefore results are slightly different from 1D unidirectional flow case (Tab.

A.7, appendix A).

Results for transient concentration distributions with constant boundary conditions in 2D

radial flow at t=3000 d with =(7,5,4.5,3.8)·10-4 d-1, R=(5.3,1.9,1.2,1.3), Q=100 m3d-1,

=10 m, =(100,0,0,0) mol, =0.15, d=1 m are shown in Fig. 7.20. It is not easy to

compare them to the results for unidirectional flow because the flow velocity is decreasing

hyperbolically. Thus, the substances do not get so far away from the origin as in uni-

directional flow.

Fig. 7.20 Transient concentration distributions in 2D radial flow

for constant boundary condition.
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Extension to Multiple Porosity Media

One can extend the analysis so far carried out for simple porous media to multiple porous

media. In this case, the aquifer contains several overlapping media, in the following called

regions, with different retardation and decay coefficients. In one region, the substances

are mobile and in the others, they are immobile. Exchange between the regions is

governed by a first order law. The immobile region can be arranged parallelly or serially,

i.e. exchange can take place between the mobile region and all other regions or between

the mobile region and the first immobile region, the first and second immobile region and

so on.

The solutions can again be written as linear combinations of the basic solutions, see

( 7.39 ). The basic solutions are the same as in the simple porous case. The only differ-

ence is that is replaced by , which can be an arbitrary function of s,

depending on the structure of the medium. The recursive formula for the coefficients is

determined as:

( 7.48 )

The coefficient can directly be taken from the simple porous case, replacing

 by .

Although this method in principle allows the description of arbitrarily complex multiple

porous media, the formulae soon become extremely complicated. We therefore illustrate

the method taking the example of a dual porosity medium, which only contains one

immobile region.
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In this case, the recursive formula takes the following form:

( 7.49 )

with  and  and  defined as

( 7.50 )

The quantities marked by an asterisk refer to the immobile region. is defined as

and is the first order exchange coefficient between the

regions, which can be different for the members of the chain. Figures 7.21 and 7.22 show

some results for the double porous case at x=500 m, =7.5⋅10-4 d-1,

=(5.3,1.9), u=1 m d-1, =10 m, =(1,0) mol, =0.15, A=1 m2 . For

very fast and very slow exchange between the two regions, we can approximate the dual

porosity medium by a simple porous medium. For very slow exchange, one can complete-

ly neglect the immobile region and for very fast exchange, there is a simple porous sub-

stitute with the effective parameters and .

The breakthrough curves in the two simple porous substitutes are indicated in the figures

together with the breakthrough curve in a dual porosity medium with intermediate

exchange.
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Fig. 7.21 Breakthrough curve of first member in 1D double porous media

δ-type boundary condition.

Fig. 7.22 Breakthrough curve of second member in 1D double porous media

δ-type boundary condition.
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7.1.6 Conclusion

Several tests for verification of r3t are presented. Moreover, the proposed methods can

be used for a-posteriori check of any other numerical codes for simulating solute trans-

port. Adequate checks of numerical routines are very helpful in order to assess numerical

effects such as numerical dispersion as well as influence of grid refinement, space and

time discretisation or the choice of an appropriate solver for the specific transport

problem. For this reason, it is recommended to start with simulations on a very simple

level and perform the necessary checks before simulating more complicated flow and

transport systems.

In order to verify the reliability of the numerical code the following checks are proposed:

back identification of the transport parameters, e.g. transport velocity and dispersion

coefficients; check of the total mass; check of the front velocity for transport with a

continuous solute injection and comparison with analytical solutions. These checks were

used for verification of homogeneous solute transport. The presented results are

performed by using the final version of r3t which uses a second order solver in the advec-

tive part. The numerical results are in very good agreement with the expected theoretical

values. Especially, the sharpness of the concentration front in the case of non-linear

adsorption of Freundlich type is excellently resolved.

7.2 Comparison with Analytical Solutions

To verify the computer code r3t for linear transport the results of various modellings are

compared with analytical solutions. This test cases are described in detail in “r3t - A Pro-

gram Suite to Model Transport and Retention of Radionuclides. Test Case Library” [ 44 ].

The tests are performed for one-, two-, and thee-dimensional cases. In one- and two-

dimensional cases the analytical solutions are calculated with MATHCAD [ 97 ].

7.2.1 One-Dimensional Test Cases

In Fig. 7.23 the model for the one-dimensional test case is shown. The model extends to

100 m in length and 10 m in breadth. The right face of the modelled area serves as out-

flow boundary while the other fronts are impermeable. In the case of continuous injection
211



the left face serves as inflow boundary, whereas in the case of a pulse like injection it is

started with an initial concentration distribution. A parallel flow with constant Darcy

velocity is presumed. The parameters used are given in Tab. 7.2.

7.2.1.1 Pulse Injection

To start with an appropriate initial state the analytical solution is used itself. Therefore the

concentration distribution which is shown in Fig. 7.24 is used as initial state. It is a con-

centration distribution of the pollutant resulting from a δ-shaped injection at the location

10 m which occurred 3.1557⋅106 s before, i.e. 0.1 years. In accordance to the analytical

solution the initial concentration depends on half-life, longitudinal dispersion and sorption.

The analytical solution reads (cp. section 7.1.5 and [ 81 ]):

Fig. 7.23 Model of one-dimensional test case

Tab. 7.2 Parameters for one-dimensional models

Darcy velocity q 3.1689⋅10-8 m s-1 diffusivity Dm 0.0 m2 s-1

porosity φ 0.2 dispersion αL 1.0 m

half-life T1/2 5 730 y dispersion αT 0.0 m

distribution coefficient Kd 0.01 m3 kg-1

pulse: continuous:

initial distribution (cp. Fig. 7.24) boundary condition: Dirichlet

mass M = 1 mol concentration CD = 1.0 mol m-3

100 m

10 m
Darcy velocity q

outflowinflow

CD

impermeable

impermeable
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( 7.51 )

In Fig. 7.24 a cross section of the initial state in x-direction is displayed, whereas in Fig.

7.25 the distribution of the initial concentration is shown as isolines.

Fig. 7.24 Initial distribution of concentration for a pulse injection

in comparison with the analytical solution

Fig. 7.25 lnitial concentration distribution for a pulse injection.

Cä x t,( )
C0

2nR® áL
u t

R
-----

--------------------------------- e

x
u t

R
-----– 

 
2

4áL
u t

R
-----

--------------------------–

e
ë t–

=

Position [m]

0 5 10 15 20
0

0.0005

0.001

0.0015

0.002

initial
analytical

c [mol m-3]
213



Here advection, dispersion, decay, and sorption are simultaneously taken into account.

For that purpose the migration of C-14 is modelled with half-life T1/2 = 5 730 a and dis-

tribution coefficient Kd = 0.01 m3 kg-1. Longitudinal dispersion length is kept constant at

αL = 1 m. Figures 7.26 and 7.27 show the temporal and spatial concentration develop-

ment, respectively.
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Fig. 7.26 Breakthrough curves considering decay and sorption of C-14

In addition analytical solutions are shown.

Fig. 7.27 Concentration distribution of C-14 with decay and sorption

In addition analytical solutions are shown.
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To show independence of grid alignment the model area is rotated 45 degrees anticlock-

wise in the x-y-plane as shown in Fig. 7.28. The input data given in Tab. 7.2 are used.

Fig. 7.29 and 7.30 show the concentration behaviour with time and in space. There is no

influence of the grid orientation recognisable.

Fig. 7.28 One-dimensional model with rotated model area
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Fig. 7.29 Breakthrough curves considering decay and sorption of C-14

with model area rotated by 45 degrees anticlockwise

Fig. 7.30 Model rotated by 45°

C-14 with half-life T1/2 = 5 730 a and Kd = 0.01 m3 kg-1
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7.2.1.2 Continuous Injection

The one-dimensional analytical solution for continuous injection reads (cp. section 7.1.5

and [ 81 ]):

( 7.52 )

This test case is essentially the same as introduced in Fig. 7.23 except of the continuous

inflow. For this case the Darcy velocity is minimally altered to 3.0⋅10-8 m s-1. The contin-

uous injection is realised by Dirichlet boundary condition at the left face of the model. The

concentration is set to CD= 1 mol m-3. In Fig. 7.31 and 7.32 breakthrough curves and spa-

tial distribution of concentration are depicted. The agreement is very well. Again modell-

ings are performed using a rotated grid, and again no influence of the grid alignment is

observed.
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Fig. 7.31 Concentration considering decay and sorption of C-14 versus time

(T1/2 = 5 730 a, and Kd = 0.01 m3 kg-1) in model area at 15 m, 50 m and 85 m

Fig. 7.32 Concentration considering decay and sorption of C-14

(T1/2 = 5 730 a, and Kd = 0.01 m3 kg-1). Comparison with analytical solution.
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7.2.2 Two-Dimensional Test Cases

The model for the two-dimensional case is shown in figure 7.33. The model extends to

100 m in length and 50 m in breadth. The right face of the modelling area serves as out-

flow boundary. The other fronts are impermeable. In the case of continuous injection the

point (10,25) serves as inflow point, whereas in the case of a pulse like injection it is start-

ed with an initial concentration distribution at that point. A parallel flow with constant Darcy

velocity is presumed.

Fig. 7.33 Model of the two-dimensional test cases

Tab. 7.3 Parameters for pulse injection and for continuous inflow

Darcy velocity q 3.1689⋅10-8 m s-1 diffusivity Dm 1.0⋅10-9 m2 s-1

porosity φ 0.2 dispersion αL 1.0 m

half-life T1/2 1.3639⋅1010 a dispersion αT 0.1 m

distribution coefficient Kd 1.0⋅10-2 m3 kg-1

location of pollutant source: x = 10 m, y = 25 m

pulse: continuous:

jm = 10 mol a-1  jm = 1 mol a-1

0 ≤ t ≤ 0.1 a 0 ≤ t ≤ 5000 a

100 m

50 m
Darcy velocity q

outflowinflow

C

impermeable

impermeable
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7.2.2.1 Point-Like Pulse Injection

The two-dimensional analytical solution for pulse injection reads (cp. section 7.1.5 and

[ 81 ]):

( 7.53 )

The numerical results are compared with the appropriate analytical solutions. Subse-

quently the Darcy flow is rotated by 26 degree anticlockwise around the z-axis. The left

corner at the bottom of the model is set to (0,0) of the coordinate system. All borders of

the model area are parallel to the coordinate axes.

In this test case simultaneously advection, dispersion, decay, and sorption are taken into

account. The migration of the radionuclide Am-241 with half-life T1/2 = 432 a is modelled.

The initial pulse is located at the point with x-y-coordinates (10,25). Linear equilibrium

sorption is considered by a distribution coefficient set to Kd = 0.01 m3 kg-1, i.e. the retar-

dation factor amounts to 101. Longitudinal and transversal dispersion length are kept at

αL = 1 m and αT = 0.1 m.

Fig. 7.34 Initial concentration for a pulse injection at point (10, 25)
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Fig. 7.35 Initial concentration along plane y=25 m at t=0 a

Fig. 7.36 Initial concentration along plane x=10 m at t=0 a
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In Figs. 7.34 to 7.36 the initial concentration distribution is shown as a two-dimensional

isoline plot in patch mode, as a concentration distribution along x-axis, and as a concen-

tration distribution along y-axis, respectively. One easily recognises that the initial con-

centration distribution is centred around the point (10,25). In Fig. 7.37 and Fig. 7.38 the

analytical and numerical solutions are given at the time of 100 a and 500 a as distribu-

tions along the x-axis at y=25 m and along the y-axis at x=15 m and x=35 m. In every test

case an excellent agreement can be found.
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Fig. 7.37 Concentration at two times along plane y=25 m

Fig. 7.38 Concentration for two times and at two planes

Planes at x=15 m and x=35 m, close to maxima of Fig. 7.37
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Diagonal Model

In this test case again advection, dispersion, decay, and sorption are simultaneously

taken into account. In contrast to the model area shown in Fig. 7.33, the flow direction is

rotated by an angle of 26.6ο (realisation 1). Hence Darcy velocity occurs diagonally to the

model area. In the second case the coordinate system is rotated by the same angle

(realisation 2). Now the Darcy velocity is diagonal to the model area but still parallel to

the x-axis. In both cases right and top sides of the area serve as outflow boundaries, while

the left and the bottom sides are kept impermeable. Both realisations are depicted in Fig.

7.39. The results of both realisations are given in Figs. 7.40, 7.41, and in Figs. 7.42, 7.43,

respectively. No evidence for dependence on grid alignment is to be found.

Fig. 7.39 Models of two-dimensional test cases with pulse injection.

Realisations with rotated flow and rotated model area

Darcy velocity q

outflow

inflow

C

x

y Realisation 1

100 m

50 m

Darcy velocity q

outflow

inflow

C

x

y

Realisation 2
225



Fig. 7.40 Concentration at two times along longitudinal plane

Fig. 7.41 Concentration at two times along two transversal planes
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Fig. 7.42 Concentration at two times along longitudinal plane

Fig. 7.43 Concentration at two times along two transversal planes
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7.2.2.2 Point-Like Continuous Inflow

In this test case two-dimensional transport calculations for a point-like inflow with contin-

uous injection are examined. The two-dimensional analytical solution (cp. section 7.1.5

and [ 81 ]) for continuous injection reads:

( 7.54 )

The model for the point-like inflow with continuous injection is equal to the model for point-

like inflow with pulse injection except the chosen radionuclide. The model extends to

100 m in length and 50 m in breadth. The right face of the modelled area serves as out-

flow boundary while the other fronts are impermeable. A parallel flow with constant Darcy

velocity is presumed.

Advection, dispersion, decay, and sorption are simultaneously taken into account. Instead

of Am-241 this time C-14 with half-life T1/2=5730 a is examined. Other parameters are

not changed and are given in Tab. 7.3. The model is shown in figure 7.33. The point

(10,25) serves as an inflow point. Linear equilibrium sorption is considered by a distribu-

tion coefficient set to Kd = 0.01 m3 kg-1, i.e. the retardation factor amounts to 101. Lon-

gitudinal and transversal dispersion length are kept at αL = 1 m and αT = 0.1 m. Fig. 7.44

to Fig. 7.46 show the concentration distributions at four times along and transverse with

respect to the flow direction and the breakthrough curves at four points.
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Fig. 7.44 Concentration along plane y=25 m

with Kd=0.01 m3 kg-1 and T1/2=5 730 a

Fig. 7.45 Concentration along plane x=50 m

with Kd=0.01 m3 kg-1 and T1/2=5 730 a
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Diagonal Model

In this case advection, dispersion, decay, and sorption are taken into account. Again the

direction of Darcy flow is rotated by an angle of 26.6o and occurs diagonally to the model.

In difference to the pulse injection a continuous inflow of 1 mol a-1 is injected at the point

(20, 10). Right face and top side of the area serve as outflow boundaries, while the left

side and the bottom side are kept impermeable.

In Fig. 7.47 the concentration distribution along flow direction is plotted. The concentra-

tion distribution transversal to flow direction is depicted in Fig. 7.48. In both of cases the

concentrations are given for three different times, 500 a, 1 000 a, and 1 500 a. Fig. 7.49

shows breakthrough curves at four different points. In addition in Fig. 7.50 the adaptive

grids for the diagonal flow are given at the times 10 a and 100 a.

Fig. 7.46 Breakthrough curves at four points

with Kd = 0.01 m3 kg-1 and T1/2 = 5 730 a
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Fig. 7.47 Concentration along diagonal axis

with Kd = 0.01 m3 kg-1 and T1/2 = 432 a

Fig. 7.48 Concentration along transversal axis

with Kd = 0.01 m3 kg-1 and T1/2 = 432 a
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Fig. 7.49 Breakthrough curves at four points

Kd = 0.01 m3 kg-1 and T1/2 = 432 a.
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Fig. 7.50 Adaptive grids after 10 a and after 100 a
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234

7.2.3 Three-Dimensional Test Case

In the three-dimensional case the analytical and numerical solution for a point-like pulse

injection are compared. The model is shown in Fig. 7.51. The model extends to 420 m in

length and has a cross section of 200 m x 200 m. The pollutant will be injected at the left

side at point C(20, 0, 0). A parallel flow with constant Darcy velocity is presumed. The

parameters of this case are compiled in Tab. 7.4. The analytical solution is used as initial

condition for the numerical calculations. The three-dimensional analytical solution [ 10 ],

[ 81 ] for pulse injection reads:

( 7.55 )

In Fig. 7.52 the comparison between analytical and numerical solution of a three-

dimensional point-like pulse injection is shown. Breakthrough curves at various points

can be seen. These points have the following coordinates: p1(209,0,0), p2(240,0,0), and

p3(265,0,0). The next three figures show the concentration distribution along the coordi-

nate axes for various times, t1=1100 s (red), t2=1400 s (blue), and t3=1700 s (green). In

Fig. 7.53 the concentration distribution along the x-axis at y=0 m, z=0 m is depicted,

whereas in Fig. 7.54 the concentration along the y-axis at x=265 m, z=0 m is given for the

same time points. Finally Fig. 7.55 shows the concentration along the z-axis at x=265 m,

y=0 m again at the same time points. Analytical and numerical solutions are in excellent

agreement. At the time t1=1 100 s the concentrations along y-, and z-axis are so small

(c<40 mol m-3) that they cannot be recognised in the figures. But nevertheless the agree-

ment between analytical and numerical solutions is extremely well.
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Fig. 7.51 Conceptual Model of the three-dimensional test case

Tab. 7.4 Parameters for pulse injection in three-dimensional case

Darcy velocity q 0.2 m s-1 diffusivity Dm 0.0 m2 s-1

porosity φ 0.15 dispersion αL 1.5 m

decay constant λ 5.0⋅10-4 s-1 dispersion αT 0.3 m

distribution coefficient Kd 1.5 m3 kg-1

location of pollutant source: x = 20 m, y = 0 m, z = 0 m

initial condition:

analytical solution after 1 000 s with

mm = 109 mol

C

u = 0.2 m/s

420 m

200 m

200 m
y

z x
235



Fig. 7.52 Breakthrough curves in the three-dimensional test case

at various points

Fig. 7.53 Concentration distribution in x-direction at various time points
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Fig. 7.54 Concentration distribution in y-direction at various time points

Fig. 7.55 Concentration distribution in z-direction at various time points
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7.3 Comparison with Numerical Solutions

For verification of numerical transport models one has to rely on the comparison of results

with other numerical codes in case of heterogeneous model area and/or non-linear

sorption isothermes. In this case simulations with the codes CHETLIN and CHETNIS

[ 90 ] to model one-dimensional pollutant transport with linear and non-linear sorption,

respectively, are used.

7.3.1 Linear Sorption

In this subchapter test cases are described which deal with linear equilibrium sorption.

This kind of sorption modelling is well-known as Kd-concept. First of all one-dimensional

problems are investigated. They have the advantage that for certain conditions results

can be compared to results of the CHETLIN model [ 90 ]. For test cases taking into

account linear equilibrium sorption the coupling to the element-specific sorption does not

exist.

Since r3t is tested at great length for linear sorption in connection with analytical solutions

this chapter focusses on applications for heterogeneous regions. Anyhow at least one

test case concentrates on the comparison with the numerical model CHETLIN in the case

of a homogeneous region.

7.3.1.1 Homogeneous Domain

This test case is essentially the same as described in subchapter 7.2.1 with the exception

of the parameter values. The model is dealing with a homogeneous domain with constant

Darcy velocity. It is about a one-dimensional problem with δ-shaped inflow of pollutant.

The modelled area is depicted in Fig. 7.23 and the parameters are given in Tab. 7.5. In

Fig. 7.56 the comparison of results of r3t and CHETLIN simulations are shown.
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Tab. 7.5 Parameters of homogeneous model

Darcy velocity q 2.0⋅10-8 m s-1 diffusivity Dm 0.0 m2 s-1

porosity φ 0.2 / 0.5 / 1.0 dispersion αL 1.0 m

half-life T1/2 1.0⋅1010 a dispersion αT 0.0 m

distribution coefficient Kd 1.5⋅10-4 m3 kg-1 inflow:

rock density ρr 2500 kg m-3  jm=1.⋅10-10 mol s-1

fluid density ρf 1000 kg m-3 for 0 ≤ t≤ 1.⋅109 s

Fig. 7.56  r3t and CHETLIN simulations using different porosities
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7.3.1.2 Heterogeneous Domains

Up to now two two-dimensional modelling domains representing a one-dimensional

transport problem were investigated with respect to sorption. Both models comprise of

three subdomains with different sorption coefficients, as illustrated in Fig. 7.57.

The models have a length of 100 m and a width of 10 m. A parallel fluid flow is defined

with a constant Darcy velocity of 2·10-8 m s-1. At the inflow boundary a source is located

which releases 20 mol of solute over a period of 3.16·107 s and 1·1012 s, respectively.

The former case is considered to be a short pulse while the latter case represents a con-

tinuous source. The rock density is 2500 kg m-3, fluid density 1000 kg m-3, the porosity

0.2, the longitudinal dispersion length 1.0 m and the transversal dispersion length 0 m.

Diffusion was not considered. The model parameters are described in Tab. 7.6. The dif-

ferent order of Kd-values in both models should be noted.

Methods of model checking

The results are given in terms of breakthrough curves at three control points as indicated

in Fig. 7.58. The curves are taken then to check the transport time for the solute front as

well as the peaks to the respective control point. Additionally, the maximum value of the

solute concentration can be checked in the case of constant solute inflow.

Fig. 7.57 Conceptual model for heterogeneous domains
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The travel time of the solute front and the solute peak, respectively are considered here.

For this purpose the position of the front is defined as the position of the point where the

concentration reaches 50%. The mean travel time ∆ta per metre of a solute particle with-

out regarding retention can be calculated as

( 7.56 )

Tab. 7.6 Parameters of models

Darcy velocity q 2.0⋅10-8 m s-1 diffusivity Dm 0.0 m2 s-1

porosity φ 0.2 dispersion αL 1.0 m

half-life T1/2 1.0⋅1010 a dispersion αT 0.0 m

rock density ρr 2500 kg m-3

fluid density ρf 1000 kg m-3

short pulse: constant inflow

jm=6.33⋅10-7 mol s-1 jm=2.0⋅10-11 mol s-1

for 0 ≤ t≤ 3.16•107 s for 0 ≤ t≤ 1.0•1012 s

distribution coefficient Kd

model 1 model 2

A: 1.0⋅10-2 m3 kg-1 A: 1.0⋅10-1 m3 kg-1

B: 1.0⋅10-1 m3 kg-1 B: 1.0⋅10-2 m3 kg-1

C: 1.0⋅10-2 m3 kg-1 C: 1.0⋅10-1 m3 kg-1

Fig. 7.58 Control points (cp) in the models for breakthrough curves
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using the Darcy velocity q and the porosity . For a homogeneous model section with a

constant linear sorption coefficient Kd and with rock density ρr the travel time increases

by the retardation factor R which is determined by

( 7.57 )

R amounts to 101 for Kd=0.01 m3 kg-1 and to 1001 for Kd=0.1 m3 kg-1. From these data

the arrival times at the control points can be calculated. The necessary data and the

results are compiled in Tab. 7.7 for model 1 and in Tab. 7.8 for model 2.

For constant fluid inflow and a constant solute source the maximum concentration

value cmax can easily be calculated by the ratio of solute mass flux and the volumetric

fluid flux Q.

. ( 7.58 )

Tab. 7.7 Model 1: Arrival times of solute fronts/peaks at control points (cp)

left section middle section right section

length [m] 30 40 30

retardation factor [-] 101 1001 101

velocity [m s-1] 0.0312 0.00315 0.0312

travel time [a] 961 12 697 961

arrival time at cp [a] 480 7309 14 138

Tab. 7.8 Model 2: Arrival times of solute fronts/peaks at control points (cp)

left section middle section right section

length [m] 30 40 30

retardation factor [-] 1001 101 1001

velocity [m s-1] 0.00315 0.0312 0.00315

travel time [a] 9522 1281 9522

arrival time at cp [a] 4761 10163 15565

φ

R 1
1 φ–

φ
--------------- ñ r K d+=

ṁc

cmax

ṁc

Q
-------=
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The mass flux amounts to = 2·10-11 mol s-1 resulting in a maximum concentration of

cmax= 0.0001 mol m-3.

As an additional check the model simulations were rerun with CHETLIN [ 90 ] instead of

r3t. The results of CHETLIN were compared with the results of r3t. It has to be noted that

the results of CHETLIN are given at increasing time intervals which makes the polygonal

shape of the breakthrough curves in the graphs increasingly observable with time.

CHETLIN yields a slightly faster breakthrough than r3t. In general the corresponding

peaks of the solute pulses do not differ more than 1 %. Only at the left side the difference

at the control point in Model 2 amounts to 2 %. However, the differences between the

results of r3t and CHETLIN are hardly discernable in the graphical comparisons given in

Fig. 7.59 to 7.62.

The breakthrough curves of model 1 with constant solute inflow are shown in Fig. 7.59

and the time when the concentration reaches 50 % at the control points is marked as well.

The theoretically derived maximum concentration value is matched by the simulation. A

comparison of the modelling results with the breakthrough times calculated is given in

Tab. 7.9 which reveals a maximum error in the model of 1.5 %.

The breakthrough curves for model 1 with pulse source are shown in Fig. 7.60 and the

time when the concentration peak reaches the control points is marked as well. A com-

parison of the modelling results with the breakthrough times calculated is given in Tab.

7.10. It reveals a maximum error of 10.5 % for the arrival times.

The corresponding results for model 2 with constant solute inflow are shown in Fig. 7.61.

The theoretically derived maximum concentration is matched by the simulation. A com-

parison of the modelling results with the breakthrough times calculated is given in Tab.

7.11. It reveals a maximum error of 2.2 % for the arrival times.

ṁc
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Fig. 7.59 Breakthrough curves at the control points for model 1

with a constant solute source

Fig. 7.60 Breakthrough curves at the control points for model 1

with a pulse source
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The breakthrough curves for model 2 with pulse source are shown in Fig. 7.62 and the

time when the concentration peak reaches the control points is marked. A comparison of

the modelling results with the breakthrough times calculated is given in Tab. 7.12. It

reveals a maximum error of 10.8 % for the arrival times.

7.3.1.3 Performance with different numerical options

Some considerations concerning the simulator performance will be exemplified using the

last test case in subchapter 7.3.1.2, namely grid convergence and improvements for

advection-dominated transport processes. Grid convergence is a prerequisite for confi-

dence in the numerical results. Using r3t grid refinement can easily be performed by

changing the refinement-level parameter. An increase of the refinement level by 1 means

that the element size of the finest mesh used in the multigrid solver is halved. In order to

demonstrate grid convergence it is thus sufficient to show that a further increase of the

refinement level only yields negligible differences in the results.

Tab. 7.9 Comparison of arrival times for model 1 with a continuous source

(theoretically and numerically calculated)

left domain middle domain right domain

theoretical value [a] 480 7 309 14 138

numerically calculated [a] 486 7 400 13 920

difference [a] 6 91 218

error [%] 1.3 1.2 1.5

Tab. 7.10 Comparison of arrival times for model 1 with a pulse source

(theoretically and numerically calculated)

left domain middle domain right domain

theoretical value [a] 480 7 309 14 138

numerically calculated [a] 430 6 820 13 325

difference [a] 50 489 813

error [%] 10.5 6.7 5.7
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Fig. 7.61 Breakthrough curves at the control points for model 2

with a continuous solute source

Fig. 7.62 Breakthrough curves at the control points for model 2

with a pulse source
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Fig. 7.63 shows the breakthrough curves at the control points for the first three refinement

levels. Breakthrough times for the model with refinement level 3 as used in chapter 7.3.1

are indicated. The differences are most prominent at the control point close to the inflow

boundary. The coarse grid corresponding to refinement level 1 leads to a noticeable

dampening of the peak, a deformation of the peak and a little phase shift. But between

levels 2 and 3 the first breakthrough curve changes only very slightly and the curves at

the two other control points can hardly be discerned at all. It is therefore not necessary

to increase the refinement level beyond 3.

In case of dominant advective transport two alternative options to improve the numerical

performance of the r3t-code are offered by the preprocessor: upwinding or the method of

characteristics (MOC). Fig. 7.64 shows the improvement of the results of Model 2 using

these methods with a refinement level of 2. Here, the analytically calculated breakthrough

times are indicated. Keeping in mind the results presented in chapter 7.3.1, the solution

is clearly the one fitted best using the MOC. With the upwind method the peak value is

significantly lower and without MOC or upwinding even lower than that. On the other

hand, the peaks pass the control points later and thus they are slightly more close to the

analytically calculated breakthrough times.

Tab. 7.11 Comparison of arrival times for model 2 with a continuous source

(theoretically and numerically calculated)

left domain middle domain right domain

theoretical value [a] 4761 10 163 15 565

numerically calculated [a] 4800 9940 15 660

difference [a] 39 223 95

error [%] 0.8 2.2 0.6

Tab. 7.12 Comparison of arrival times for model 2 with a pulse source

(theoretically and numerically calculated)

left domain middle domain right domain

theoretical value [a] 4761 10 163 15 565

numerically calculated [a] 4245 9390 15 080

difference [a] 516 773 485

error [%] 10.8 7.6 3.1
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Fig. 7.63 Breakthrough curves for model 2 with different refinement levels

Fig. 7.64 Breakthrough curves for model 2 with different numerical schemes
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This comparison does obviously not allow any general conclusions concerning the quality

of the results. The effectiveness of the schemes depends on the specific transport prob-

lem. Here, the grid peclet number of the coarsest grid amounts approximately to 5 which

is too high to be handled by a standard finite difference simulator, but perfectly within an

acceptable range for a standard finite element simulator. So the comparison may give an

impression without being taken as a general guideline.

7.3.2 Non-Linear Sorption

In the case of non-linear sorption only one-dimensional test cases are performed for a

Freundlich isotherm. In Tab. 7.13 the parameters used are compiled. It is the same model

as the one depicted in Fig. 7.23, i.e. 100 m in length and 10 m in breadth. The pollutant

Tab. 7.13 Parameters for one-dimensional models with non-linear sorption

Darcy velocity q 2.0⋅10-8 m s-1 diffusivity Dm 0.0 m2 s-1

porosity φ 0.2 dispersion αL 1.0 m

half-life T1/2 1010 y dispersion αT 0.0 m

Freundlich isotherm Knl 0.01 m3 kg-1 p 0.736

pulse

boundary condition 109 s (cp. Fig. 7.65)

concentration 1.0·10-4 mol m-3

Fig. 7.65 Boundary condition at the inflow front

t [109 s]

c [mol s-1]

1.0011.0

1.0·10-4
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is injected at the entire left side. It lasts 109 s and afterwards it decreases within 107 s to

zero. For non-linear sorption there exists no analytic solution. One has to rely on the com-

parison with other numerical codes. In Fig. 7.66 the comparison of model results from r3t

and CHETNIS [ 90 ] is shown for various times. One can easily notice that the agreement

in this case is not as good as in the case of linear sorption, although both codes success-

fully passed test against asymptotic solutions which were performed (cp. subsection

7.1.5.2 and [ 90 ]). It is reckoned the small discrepancy is due to the somewhat different

handling of the boundary conditions.

Fig. 7.66 Results for non-linear sorption: results from r3t and CHETNIS
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8 Applications of r3t

In this chapter two applications are exemplified, first a two-dimensional test case and

second a three-dimensional. Both cases are performed using the same radionuclide

inventory with 24 radionuclides and 8 fission products.

8.1 Two-Dimensional Modelling

As a first example a two-dimensional area in the x-z plane is chosen. The vertical cross

section of this area extends about 6 km in length and about 150 m in depth. In Fig. 8.1

the modelled area the associated boundary conditions concerning the density driven flow

are depicted. Note that every illustration is exaggerated by a factor of 10. The modelled

area consists of two highly permeable aquifers ( =10-12 m2). The lower aquifer is in con-

tact with a salt dome. This aquifer is connected to the upper aquifer by a window within

a clay layer of low permeability ( =10-16 m2). The impermeable boundaries are shown

black and the boundary to the salt dome is red. The domain which is characterised by

hydrostatic pressure of fresh water is depicted in blue, recharge area in green and the

region with constant outflow in margenta. The boundaries of the hydrogeologic layers are

shown in grey. The point where the radionuclides enter the overburden is marked.

A simulation of density driven groundwater flow with the code d3f [ 45 ] results in a quasi

stationary flow field. In Fig. 8.2 the density distribution together with the flow pattern is

shown. The main flow direction is from the right and water mainly flows diffusively through

the left part of the clay layer.

Tab. 8.1 presents the considered radionuclides which enter the overburden at the marked

point (cp. Fig. 8.1). Radionuclides which are discussed in the following in more detail are

in bold. It is about U-234 with half-live of 245 000 a, Th-230 with half-live of 75 400 a and

Ra-226 with half-live of 1 600 a. The radionuclide inventory consists of parts of the four

decay chains and additionally eight fission products. It is taken from [ 18 ]. In Fig. 8.3 the

inflow rate of selected radionuclides are shown.

ka

kc
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The radionuclides which are compiled in Tab. 8.1 are expelled out from the mine working

through the salt dome into the overburden. It is assumed that the expelled contaminated

brine has no influence on the groundwater flow field. The inflow of radionuclides corre-

sponds to [ 18 ] assuming the reference case with higher brine volume.

In Tab. 8.2 the various KD values for the radionuclides are compiled for the media sand

and clay. Fig. 8.4 to Fig. 8.6 show the temporal development of the radionuclides U-234,

Th-230 and Ra-226 in each case at times 1 000 a, 2 000 a, and 10 000 a, respectively.

Fig. 8.1 Modelled area and boundary conditions

Fig. 8.2 Density-driven flow field and salt concentration distribution
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In Fig. 8.4 the concentration of U-234 with time is depicted. Due to the small retention in

sand (Kd=7·10-4 m3 kg-1) U-234 is relatively fast transported, while in clay transport is

considerably slower because of the stronger retention (Kd=0.01 m3 kg-1) and porosity

( =0.04). Hence this leads to an accumulation of Uranium in the clay horizon.

Tab. 8.1 Spectrum of radionuclides and decay scheme

Pu-244 Cm-244 Pu-241 Cm-246 Am-243

Pu-240 Am-241 Pu-242 Am-242 Pu-239

U-236 Np-237 U-238 Pu-238 U-235

Th-232 U-232 U-233 U-234 Pa-231

Ra-228 Th-229 Th-230 Ac-227

Ra-226

Pb-210

+ activation and fission products:

C-14, Ni-59, Se-79, Zr-93, Nb-94, Tc-99, I-129, Cs-135

Fig. 8.3 Inflow rates for selected radionuclides
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Consequently the total concentration of uranium is larger in clay than in sand. As can be

seen in Fig. 8.5 Th-230 shows in comparison to uranium in sand a slow transportation

due to the strong retention (Kd=1 m3 kg-1). This can be seen especially at t=1 000 a. At

later times the concentration profile of Th-230 is more and more affected by the radioac-

tive decay of its mother nuclide U-234 (cp. Fig. 8.5 middle and lower illustrations). This

results in higher concentration of Th-230 in clay than in sand, since the total concentration

of the mother nuclide U-234 is much higher in clay than in sand. One can clearly distin-

guish the inflowed Th-230 from thorium which was formed by radioactive decay. Ra-226

which is shown in Fig. 8.6 has a similar behaviour like U-234, since the retention of radium

in sand (Kd=4·10-4 m3 kg-1) is comparable with that of uranium in sand. The more than

three orders of magnitude smaller concentration corresponds to the smaller inflow (cp.

Fig. 8.3). After 10 000 a a significant amount of the inflowed Ra-226 has decayed on its

pathway. At the same time Ra-226 is reproduced by decay of Th-230.

Tab. 8.2 Kd values for the radionuclides in different media

radionuclide sand Kd [m3 kg-1] clay Kd [m3 kg-1]

Pu 0.08 1

Cm 0.1 1

U 7·10-4 0.01

Th 1 1

Ra 4·10-4 0.03

Am 0.1 1

Np 0.001 0.005

Pb 0.08 1

Pa 1 1

Ac 0.02 1
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Fig. 8.4 Temporal development of the U-234 concentration [mol m-3]

C [mol m-3]

1 000 a

2 000 a

10 000 a
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Fig. 8.5 Temporal development of the Th-230 concentration [mol m-3]

C [mol m-3]

1 000 a

2 000 a

10 000 a
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Fig. 8.6 Temporal development of the Ra-226 concentration [mol m-3]
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10 000 a
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8.2 Three-Dimensional Modelling

The two-dimensional model described in section 8.1 which is extended in the third spatial

dimension serves as basis for the three-dimensional test case. In this case the modelled

area extends about 6 000 m in length, about 4 000 m in breadth, and about 1 500 m in

depth, see Fig. 8.7. Again the modelled area consists of high permeable aquifers

( =10-12 m2) which are depicted in Fig. 8.7 in green and blue. The lower aquifer is con-

nected to the upper one by a window within a low permeable clay layer ( =10-16 m2)

which is shown in red. The lower aquifer is in contact to a salt dome where salt is dis-

solved. The contact region is modelled as circle with centre coordinates of 1 600 m and

2 200 m in x- and y- orientation, respectively. The radius extends to 1 080 m. Inflow of

freshwater takes place at the right surface of the aquifer above the clay layer, while outflow

is possible at the left surface of the aquifer above the clay layer. On the top surface two

wells are modelled not too far from each other. The coordinates of the sinks are (600 m,

2 100 m) and (1 100 m, 2 000 m). The production rate of both of the wells are 7 000 m3

d-1.

Again the density driven groundwater simulation is performed with the code d3f [ 45 ]. It

results in a quasi stationary flow field. In Fig. 8.8 the salt concentration together with the

flow pattern on a vertical lengthwise clipping plane is shown. This clipping plane is located

near the two points of withdrawal. One can clearly recognise the principal flow direction

from right to left and that water mainly flows diffusively through the clay layer. In addition

one sees the convergent flow towards the wells.

Fig. 8.7 Three-dimensional model and its layers
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The inventory of the considered radionuclides and their inflow rates are the same as in

the two-dimensional case (cp. Tab. 8.1 and Fig. 8.3). The radionuclides are squeezed out

from the mine working through the salt dome into the overburden at the bottom surface.

It is assumed that the squeezed out contaminated brine has no influence on the ground-

water flow field. The inflow of radionuclides corresponds to [ 18 ] assuming the reference

case with enlarged brine volume. In Tab. 8.2 the various Kd values for the radionuclides

are compiled for the media sand and clay.

In order to show the efficiency of r3t one could show pictures of the temporal development

of any of the 34 radionuclides in a multitude of different plots like isolines, breakthrough

curves and so forth. Instead of doing so only one radionuclide (U-236) is selected to il-

lustrate the results of three-dimensional model simulations. In Figs. 8.9 to 8.12 the con-

centration distribution of U-236 is depicted at model times of 500 a and 10 000 a on both

vertical lengthwise and transverse clipping planes. On Figs. 8.9 and 8.11 (500 a) one re-

alises the point of entry where the radionuclides are released into the overburden. One

recognises the transport backwards to the principle flow direction due to local flow effects.

Figs. 8.10 and 8.12 show the concentration distribution after 10 000 a. On both figures

the influence of the clay layers can be found. Almost no radionuclides are transported into

the clay domain. They flow around the clay layer directly into the production wells.

8.3 CPU-Time Used

In Tab. 8.3 the computation time used for two- and three-dimensional model simulations

is compiled. In all cases 26 radionuclides are considered. The simulations for the activa-

tion and fission products are performed separately, so they are not taken into considera-

Fig. 8.8 Flow velocity on a lengthwise clipping plane in the centre
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Fig. 8.9 Concentration of U-236 on transverse clipping planes at 500 a

Fig. 8.10 Concentration of U-236 on transverse clipping planes at 10 000 a
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Fig. 8.11 Concentration of U-236 on a lengthwise clipping plane at 500 a

Fig. 8.12 Concentration of U-236 on a lengthwise clipping plane at 10 000 a

C [mol m-3]
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tion. For two-dimensional as well as for three-dimensional modelling uniform and adaptive

grid refinement were used. The model time ranges all cases from 0 to 10 000 years. The

simulations are performed with different numbers of processors and even different proc-

essors. The simulation time of about 19 h on an Athlon cluster with 72 processors for

three-dimensional adaptive modelling provides confidence in the performing of radionu-

clide migration simulations within a convenient period of time for realistic inventories in

large and complex regions.

Tab. 8.3 CPU-time used for two- and three-dimensional model simulations

number of
elements

number of
time steps

total elapsed
time [h]

number of
processors

kind of processor

2-dim.
uniform
75 000

3 800 5.5 30
Pentium II
0.4 Ghz

2-dim.
adaptive
350 000

3 800 14.5 64
Pentium II
0.4 GHz

3-dim.
uniform
530 000

3 600 13.0 16
Athlon
1.6 GHz

3-dim.
adaptive
580 000

3 600 18.5 72
Athlon
1.6 GHz

3-dim.
adaptive
5 000 000

3 600 28.5 128
Athlon
1.6 GHz
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9 Conclusion and Outlook

Up to now in nearly every case in safety assessments the migration of pollutants through

the geosphere was modelled one-dimensionally. This was due to the fact that all available

computer codes were able to consider simultaneously all relevant retention processes for

nuclear decay chains and for large three-dimensional regions. One-dimensional transport

models have the disadvantage that the migration pathway has to be determined with

particle-tracking algorithms from the velocity field of a three-dimensional flow model. In

previously performed safety assessments simulations with one-dimensional migration

models considered besides advection, diffusion, radioactive decay, and longitudinal

dispersion the retention by adsorption. Both linear and non-linear sorption isotherms

were applied.

Recently the computer code r3t was developed to overcome the restrictions in transport

modelling described above. The new code is closely related to d3f, a computer code to

model density-driven flow. Both codes are based on the software toolbox UG which

serves for solving partial differential equations.

9.1 The Present State of Development of r3t

Several independent teams which also participated in the d3f development worked on this

project on their own responsibility. Thus for the successful realisation a close cooperation

was required. The main results of the different teams are summarised below.

One part of this work was focused on the impact that small-scale variability might have

on the transport behaviour on large scales. It is shown that the applied method of

averaging is very important for modelling and understanding of experimental data. It is

distinguished between two different averaging procedures - the ensemble and effective

averaging. In linear theory, it is assumed that the averages become equal as soon as the

solute has spread over some longitudinal correlation lengths. In non-linear transport

theory, it was proven that already in the very simple case of fluctuating velocities, the

ensemble average generates artificial spreading effects which do not vanish even in the

asymptotic regime. The difference between ensemble and effective averaging becomes

much more pronounced in the case of variable Freundlich exponents. In particular, the

ensemble dispersion will never represent the real mixing behaviour. After all, non-linear
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transport processes should be modelled with care. A kind of naive modelling can lead to

considerable mistakes in general predictions of concentration peaks, first-arrival times,

migration and location of contaminants.

The next part deals with the development of numerical algorithms and the coding of r3t.

The software tool r3t is based on the numerical library UG (Unstructured Grids), analo-

gously to d3f. The main purpose of r3t is to realise numerical simulations of radionuclide

transport using up to now the results of d3f for the modelling of groundwater flow with

variable or constant fluid density. Moreover, the geometrical modelling of computational

domains, the grid generation were realised with tools available in d3f. The geometrical

and physical data, like the description of computational domain, the model parameters,

etc., are defined using a straightforward format of seven configurable files.

To control the numerical parameters, the script files with UG programming language are

used. To make the runs of r3t as simple as possible for typical users, the most important

parameters are collected in the single file “defaults.scr”. This is the only file that should

be modified by user to control specific requirements. Several other parameters can be

defined in the file “advance.scr”. This file is meant only for advanced users. These param-

eters do not need to be changed in typical applications. A general single run script file

“r3t.scr” was developed. Its commands realise the numerical simulation.

The numerical library UG is available for several parallel computer platforms. Computa-

tions with r3t can be realised on parallel computers. Hence large-scale simulations with

enormous requirements on computer memory and computation times are possible.

To obtain a discretisation-independent numerical solution one has to refine the computa-

tional grid locally and to use reasonable time steps. An effective error indicator of numer-

ical errors for standard discretisation methods of “convection-diffusion-dispersion-

reaction partial differential equations” was developed. To estimate the time discretisation

error, some well-known indicators like the Courant number appear to be appropriate. As

there are several numerical algorithms available in r3t, including some non-standard

ones, different error indicators are necessary for the control of time and space discreti-

sation errors.
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Natural and robust solvers for numerical simulations that are realised on hierarchical grid

structures are the multigrid solvers. In fact, such solvers are the most important part of

the UG library and they are used successfully also in r3t. A very large number of partial

differential equations coupled with ordinary differential equations have to be solved with

r3t. Such difficult tasks must be performed with an optimal format for discretisation

matrices, otherwise the requirements on the size of computer memory can make the com-

putations impracticable.

All numerical algorithms applied for solving radionuclide transport problems are based on

finite volume methods. Together with an appropriate discretisation of boundary

conditions, all numerical schemes meet the condition of mass preserving on a local and

a global level. The decay reactions can be described by very high decay rates that result

in impracticable restrictions on the size of time steps. To overcome this difficulty, the exact

solution of ordinary differential equations describing the decay reactions was implement-

ed.

Too long time steps may yield unphysical oscillations in numerical solutions. To overcome

such situations, a new second-order explicit discretisation scheme for convection

equation with flux limiter was developed and implemented. This method was extended,

together with a special local flux limiter to avoid unphysical oscillations with unstructured

grids as required by r3t.

Even if the reaction equations are solved exactly and the convection equations with some

higher precision, they can only be combined with the so-called “operator splitting

approach”. This works very well if the two involved operators commute, otherwise a large

time splitting error can occur. For the system of convection equations with different retar-

dation factors that are coupled through decay reactions, such large time splitting errors

can occur. A new second-order explicit discretisation method was developed and imple-

mented for this type of equations.

A new flux-based method of characteristics for the convection-dominated transport, and

later also for coupled system of convection equations was developed and implemented.

Moreover, the flux-based method of characteristics for systems of transport equations

includes in a natural way the treatment of decay reactions, avoiding the time splitting error

of standard operator splitting methods.
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Finally, for the case of transport with equilibrium non-linear sorption, appropriate exten-

sions of the previous explicit methods were implemented in r3t to correctly resolve shock

formations in numerical solutions.

Together with the possibility to use parallel computations of complex applications, the

simulator r3t offers the highest level software tools for realistic computations of problems

dealing with radionuclides transport in subsurface.

To ensure an efficient manageability of the simulator of the software package r3t graphical

user interfaces (GUI) are developed which are appropriate to the treated problems. By

use of these GUIs pre- and postprocessing is carried out.

By means of the preprocessor all data which are required to perform a simulation are

generated or changed. It consists of two parts. The first is responsible for the model data

which describe the problem, and the second serves for the numerical control of the

simulator. Both of them are coded in Java as a platform independent tool. The problem

description is based on the geometry description of the groundwater flow code d3f. The

d3f input file geometry is adopted without any change. In seven input files the required

model data are made available. In an eighth file the parameters to control numerics are

given. But these parameters may be modified only in a restricted range to avoid numerical

errors or even program aborts.

The postprocessor is based on the postprocessor of d3f which is constructed on GRAPE

(GRAphical Programming Environment). In the extended version of r3t the handling of the

postprocessor itself is simplified. Additionally it is enabled to process huge amounts of

multidimensional data. Further on it is advanced by some new presentation and data

reduction techniques.

9.2 Verification and Application

Several tests for the verification of r3t are presented. The proposed methods can be used

for a-posteriori test of any numerical code for simulating solute transport. One is the re-

identification of the transport parameters, e.g. transport velocity and dispersion coeffi-

cients, check of the total mass, check of the front velocity for transport with a permanent

solute injection. The other method is the comparison with analytical solutions. These tests
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were used for the verification of homogeneous solute transport. Analytical or semi-

analytical solutions are developed for unidirectional, homogeneous flow in one, two, and

three dimensions. A huge variety of test cases are performed comparing analytical with

numerical results of r3t. Further on numerical results of r3t were compared to numerical

results of other computer codes for linear and non-linear sorption.

The presented results are produced with the final version of r3t. The numerical results are

in very good agreement with the expected theoretical values. Especially, the sharpness

of the concentration front in the case of non-linear adsorption of Freundlich type is excel-

lently resolved.

To show the capability of r3t, a two- and a three-dimensional test case are performed. In

both cases realistic flow fields assessed with the flow simulator d3f are used. Likewise in

both simulations the same sources of radionuclides with 26 isotopes and identical inflow

rates are taken into consideration. In both of the test cases plausibility arguments for the

transport hold. The plumes of pollutants clearly show the heterogeneities of the under-

lying flow patterns and hence of the geometry of the problem. The simulations were per-

formed on a cluster of PCs. For instance, an example for the transport of 26 radionuclides

in a three-dimensional, complex domain with 5 millions of grid points was realised using

128 processors of an Athlon-based PC cluster. It took about 29 h to model the transport

for 10 000 y.

9.3 Desirable Further Development

Similar to the development of d3f the actual state of r3t cannot be considered as complete.

Since r3t is a most recently developed computer code it seems quite normal that the avail-

able software infrastructure is actually not as advanced as for established transport

codes. For the same reason one has to allow for small errors and deficiencies, but these

will be detected in the course of future applications of r3t.

Besides the testing and applying of r3t it is very important to elaborate the r3t code. The

most severe bottleneck in the usage of r3t is the limited linkage to groundwater codes. Up

to now only results of d3f modelling may be used as input for r3t simulations. One should

be careful, because not only the flow field has to be transferred but also the geometrical

information of the hydrogeology.
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Some other enhancements would considerably improve the range of application for r3t

considerably. But these are only conceivable in connection with further developments of

d3f. The most important are:

- the connection to a Geo Information System (GIS),

- the modelling of free water tables,

- the explicit modelling of fractures,

- the coupling to a speciation code.

9.4 Summary

Upon completion of the program suite r3t it becomes feasible to model three-dimensional

transport through porous and equivalent porous media for spacious and heterogeneous

modelling areas. The following transport effects are considered; advection, diffusion, and

dispersion. Furthermore, every relevant retention and interaction effects which are im-

portant for long-term safety analyses are included. These are equilibrium sorption,

kinetically controlled sorption, diffusion into immobile pore waters, and precipitation. The

processes of complexation, colloid-borne radionuclide transport and matrix diffusion may

be considered at least approximately by skilful choice of parameters. Speciation is not a

part of the computer code r3t.

The development of efficient solvers for a system of linear or non-linear coupled “advec-

tion-diffusion-dispersion-reaction” equations enables to solve the appropriate large

system of discrete equations within appropriate periods of time. It becomes feasible to

solve systems of coupled differential equations on serial and parallel computers. Hence

progress is achieved not only in the area of long-term safety analysis and stochastical

transport modelling but also on the field of numerics and software engineering.
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11 Nomenclature

In this chapter the notation which is used throughout this report and some definitions

concerning concentrations are given.

11.1 Notation

superscript for dissolved radionuclides (liquid)

superscript for precipitated radionuclides (precipitated)

superscript for sorbed radionuclides (adsorbed)

number of the radionuclide i,

numbers of the mothers of the radionuclide i,

element to which the radionuclide i belongs,

subscript for salt

subscript for rock

concentration of the ith radionuclide referring to the pore volume [ mol m-3 ]

concentration of the ith radionuclide referring to the pore volume [ kg m-3 ]

mass fraction of the ith radionuclide [ kg kg-1 ],

salt mass fraction [ kg kg-1 ],

mass fraction of the ith radionuclide within immobile pore water [ kg kg-1 ],

mass of the ith radionuclide [ kg ],

rock mass [ kg ],

mol number of the ith radionuclide [ mol ],

molecular weight of the ith radionuclide [ kg mol-1 ],

fluid density [ kg m-3 ],

bulk density [ kg m-3 ],

l

p

ad

i

k i( )

e i( )

s

r

Ci

ó i

¥ i

¥ s

î i

mi

mr

ni

M i

ñ f

ñ r
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pore volume = volume of the solution [ m3 ],

rock volume [ m3 ],

concentration of the ith dissolved radionuclide referring to the

pore volume [ mol m-3 ]

concentration of the dissolved element to which the ith radionuclide

 belongs referring to the pore volume [ mol m-3 ]

concentration of the ith sorbed radionuclide referring to the

rock mass [ mol kg-1 ]

concentration of the ith precipitated radionuclide referring to the

pore volume [ mol m-3 ],

concentration of the ith radionuclide dissolved within immobile pore water

referring to the pore volume [ mol m-3 ]

concentration of the ith radionuclide sorbed within immobile pore water

referring to the rock mass [ mol kg-1 ]

Darcy’s velocity [ m s-1 ],

element-specific tensor of diffusion or dispersion [ m2 s-1 ],

specific tensor of diffusion or dispersion for salt [ m2 s-1 ],

molecular diffusion constant [ m2 s-1 ],

longitudinal dispersion length [ m ],

transverse dispersion length [ m ],

symmetric unity tensor,

dyadic product

V por

V fes t

Ci
l

Ce i( )
l

Ci
ad

Ci
p

Gi
l

Gi
ad

q

D
e i( )

D
s

Dm

áL

áT

I

qq
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decay constant of the ith radionuclide [ s-1 ],

half-life of the ith radionuclide [ s ]

element-specific Kd-value [ m3 kg-1 ],

b = be(i) element-specific sorption constant of isotherme after Langmuir [ m3 mol-1 ],

κ = κe(i) element-specific sorption capacity after Langmuir [ mol kg-1 ],

Knl = Knl
e(i) element-specific sorption constant of isotherme after Freundlich [ m3 kg-1 ],

p = pe(i) element-specific exponent of isotherme after Freundlich [-],

element-specific reaction constant for kinetically controlled sorption [ s-1 ],

effective porosity (mobile part of aquifer) [-],

porosity of immobile part of aquifer [-] (total porosity = φ + φim),

factor, which describes the distribution of the available rock surface between

mobile and immobile pore space [-],

element-specific exchange rate after Coats-Smith [ s-1 ],

sinks or sources of the ith radionuclide [ kg m-3 s-1 ],

sinks or sources of the ith radionuclide [ mol m-3 s-1 ],

unit vector normal to a surface, oriented outward,

surface of a volume.

ë i

T1 2⁄
i

K d
e i( )

ká
e i( )

φ

φ im

g

g 0 1[ , ]∈

á
e i( )

Qi

Q̃i

n

Ã
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11.2 Definition of Concentrations

There exist different ways to define concentrations. The most important in connection with

the modelling of radionuclide (pollutant) transport by density driven flow are compiled in

this section.

The mass mi of ith pollutant is given by:

 [ kg ],

with the mole number ni and the molecular weight Mi.

The fluid density  in which salt and pollutants i are dissolved is stated as

 [ kg m-3 ]

If the impact of dissolved pollutants on the fluid density is negligible the fluid density is:

 [ kg m-3 ].

The mass fraction of the ith component is given by:

 [ kg kg-1 ]

The concentration of the ith radionuclide referred to the pore volume reads

mi ni M i⋅=

ñ f

ñ f

mNaCl mH 2 O m j
j

∑+ +

V por
--------------------------------------------------------------------=

ñ f

ñ f

mNaCl mH 2 O+

V por
-----------------------------------------≈

¥ i

mi

mNaCl mH 2 O m j
j

∑+ +
--------------------------------------------------------------------=

m
i

mNaCl mH 2 O+
-----------------------------------------≈
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 [ kg m-3 ]

or:

 [ mol m-3 ]

From that the following connecting between , , and  arise:

 [ mol m-3 ]

Analogue to that one gets the concentration for sorbed pollutant from bulk density

 and the mass fraction  of the ith pollutant referring to the rock mass:

 [ kg m-3 ] and  [ kg kg-1 ]

 [ kg m-3 ]

ó i

mi

V por
------------- ñ f ¥ i= =

Ci

ni

V por
-------------=

¥ i Ci ó i

Ci

ó i

M i
------- ñ f

¥ i

M i
-------= =

Ci
ad

ñ r ¥ i
ad

ñ r

mr

V fes t
--------------= ¥ i

ad mi
ad

mr m j
ad

j
∑+

---------------------------------------
mi

ad

mr
----------≈=

ó i
ad 1 φ–

φ
---------------= ñ r¥ i

ad mi
ad

V por
-------------=
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App. A Formulae for the Solution of Transport of a Decay Chain

Tab. A.1 Coefficients  for transport in 1D unidirectional flow

is the amount of substance introduced during the Delta pulse, is the

flux of substance per unit time, A is the cross-section of the aquifer and

Constant Dirichlet bounda-

ry condition; transient case

Constant Dirichlet bounda-
ry condition; steady-state
case

Delta-type Dirichlet bound-
ary condition; transient
case

ConstantCauchyboundary
condition; transient case

ConstantCauchyboundary
condition; steady-state
case

Delta-type Cauchy bounda-
ry condition; transient case

Ai
i

Mi
0

Qi

ái
1

2á11
----------- 1 1

4á11Ri s ë j+( )
u

-------------------------------------+– 
 =
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i ci

0

s
----- A j

i

j 1=

i 1–

∑–=
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i

ci
0

A j
i

j 1=

i 1–
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i Mi
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ìRiA
------------- A j

i

j 1=

i 1–

∑–=

Ai
i ái

Ri s ëi+( )------------------------–
Qi

sA
------

ái
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á j
-------------------------A

j

i

j 1=

i 1–
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i ái

Riëi
----------–

Qi

A
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R jë j
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The calculation of the results for the decay chain is performed by means of the calculation

tool MATLAB. The explicit MATLAB-codes can be downloaded from ht-

tp://www.ihw.ethz.ch/soft/decay.html.

Tab. A.2 Formulae for analytical inversion of Laplace transformed solutions for 1D ho-

mogenous unidirectional flow

Formula in Laplace domain Formula in time domain

x
2á11
----------- 1

4á11Ri s ë j+( )
u

-------------------------------------+
 
 
 

exp
x

t
4®á11ut
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2
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-----------------
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Tab. A.3 Coefficients  for transport in 2D unidirectional flow

denotes the mass input during Delta pulse and is the source

strength.

Constant point source;
transient case

Constant point source;
steady-state case

Delta-type point source;
transient case
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Tab. A.4 Formulae for analytical inversion of Laplace transformed solutions for 2D ho-

mogenous unidirectional flow

Formula in Laplace domain Formula in time domain
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Tab. A.5 Coefficients  for transport in 3D unidirectional flow

Constant point source;
transient case

Constant point source;
steady-state case

Delta type point source;
transient case
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Tab. A.6 Formulae for analytical inversion of Laplace transformed solutions for 3D ho-

mogenous unidirectional flow

Formula in Laplace domain Formula in time domain
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Tab. A.7 Coefficients  for transport in 2D and 3D radial flow

are the mass inputs during delta pulse and Q is the water inflow rate at

the origin.  denotes the gamma function

Constant boundary condition; transient
case

Constant boundary condition; steady-
state case

Delta type boundary condition; tran-
sient case
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App. B Correlation Function in 1D and 2D

A Gaussian shaped correlation function with anisotropic correlation lengths in horizon-

tal and  in vertical direction of the medium is given as

( B.1 )

Here, is the variance of the log-conductivity fields. The operator ensures diver-

gence free velocity fields.

In order to explicitly calculate the two-dimensional correlation function ( B.1 ) we apply

the projector to the Gauss-shaped kernel. Thus, the correlation functions can be writ-

ten as the following integral expressions

( B.2 )

where  is the Green’s function of the Laplace problem:

. ( B.3 )

The convolution integrals in expression ( B.2 ) can be solved using the technique present-

ed in [ 28 ]. Explicit results can be evaluated only for an isotropic medium as a function

of , and . The longitudinal correlation function in this case becomes
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. ( B.4 )

The expression for the correlation function in transverse direction is evaluated as

. ( B.5 )

These results are used in sections 5.2.2 and 5.2.4 and for evaluation of the semi-analyt-

ical results in lowest order perturbation theory.

The longitudinal correlation function ( B.4 ) can easily be simplified to transport in one

spatial dimension:
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303

App. C Derivation of the Ensemble Averaged Dispersion in the
Purely Advective Case

Expression ( 5.13 ) can be evaluated using a standard mathematical program such as

MAPLE or MATHEMATICA. The result is written by means of the general hypergeometric

function :

( C.1 )

where

( C.2 )

and  given in ( 5.16 ).

For  this expression approaches the asymptotic value, given in formula ( 5.15 ).

The pre-asymptotic behaviour of  can be calculated in the same manner.
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App. D Concentration Dependence of the Effective Dispersion

The inverse function of  is found to be

( D.1 )

and depends on the statistical properties of the random field. This result can be used for

further calculation of the effective transport behaviour and the effective dispersion coef-

ficient.

Expression ( 5.68 ) is evaluated using the mathematical software MAPLE. Inserting the

expressions for the inverse functions and F and performing integration with respect

to C, the result can be written as:
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1

Expanding in Taylor series and averaging over a stochastic ensemble, in lowest

order one obtains

. ( D.3 )

Thus, the effective dispersion coefficient can be written as

( D.4 )

by replacing C by

( D.5 )

in the expression for .
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