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OPENING ADDRESS

W. Bastl

On behalf of the Director of GRS, who regrets not being able to

be wi th you this morning, I would like to heartily welcome you

in Munich, in the Penta Hotel, to our Specialists i Meeting on

Procedures and Systems for Assisting an Operator during Normal

and Anomalous Nuclear Power Plant Operation Situations. Espec-

ially I would like to welcome the representative of the Inter-

national Atomic Agency i Dr. Raisic and the members of the Inter-

national Working Group Nuclear Power Plant Control and Instrumen-

tation. This meeting is one of aseries of Specialists i Meetings,

promoted by this Working Group and organized under the auspices

of the IAEA, Vienna.

Being a member of the Working Group for years, I took the liberty

to dig a bit in the past, in the history of these Specialists i

Meetings, and I found out, that the present meeting can be taken

as a kind of successor to the one we held in Munich in 1976. Its

subject was the Use of Computers for Protection Systems and Auto-

matic Control. When summarizing the session on Plant Supervision

and Disturbance Analysis, the chairman Dr. E. S. Pa tterson made

two statements

I suggest noise analysis techniques hold the promise of im-

portant changes in future protection system concepts and

design.

We should remember that the plant must be successfully and

safely opera ted and maintained for years.

For me these sentences are remarkable for the following reasons:

They became very true when looking at the situation of nuclear

power as i t emerged in the last two years; and they remind us

about the methods and techniques of all type of operator assisting

systems, which basically existed already at that time. Therefore I

believe, i t is even in the light of our re cent experiences, not

at all correct to state, we have to start from the very beginning.
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Nowadays, various systems for effectively improving the commu-

nication between the machine and the man are available. They can

and have to be implemented in the reactor plant, in the control

room. Others have reached a very advanced state from the theo-

retical point of view. They have to be sorted out and further

developed for future practical application.

Therefore my suggestion: Let us not leave the solid base of the

process instrumentation and control as used today in our nuclear

power stations i let us rather promote the implementation of new

signal analysis and signal condensation methods, of new signal

presentation techniques i which have achieved a high state of

maturi ty i and let us thus considerably improve the man-machine

relationship .

I hope and I wish that this meeting will help to go along this

path, and that i twill become one of the milestones on our way

to this goal. I wish all of you to benefi t the maximum from the

papers presented and from the discussions. Have a very pleasant

stay in Munich, and hopefully some time to have a look around in

this charming ci ty .

Before actually beginning wi th the meeting let me say some words

in memory of Rainer Grumach i who suddenly died in September this

year. Most of us knew hirn as a very engaged reactor engineer and

scientist. For long years he was joining the OE CD Halden Project;

there he gave many important impulses for research work in pro,-
cess computerapplication. Since 1979 he was also with GRS,

Munich i as the head of the Process Computer Department. During the

last years he was heavily involved with the development of dis-

turbance analysis methods. He is the father of the wellknown STAR

system. Rainer Grumbach was for a long time the representative of

the OECD Halden Reactor Project in the IAEA Working Group NPPCI iand

he was also engaged in the operation and organise!tion of this Spe-

cialists' Meeting. Gentlemen, may I ask you to stand up and remain

one minute in silence.
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M.W. Jervis, D. Beraha

SUMMRY OF SESSION I

The contribution in the first session centered on the operational

experience gained up to now wi th surveillance systems and on the

design characteristics of such systems.

The paper by Wilkinson givesan overview on the evolution of sur-

veillance systems in Ontario Hydro nuclear power stations, and

describes in more detail the most recent computer-based control

and man-machine communication systems. Considerable experience

wi th digital moni toring, control and instrumentation systems is
available, since the use of process computers in CANDU power stations

dates back to 1962. The extensive surveillance systems of the uni ts
planned for Darlington are connected not only to operator inter-

faces (18 CRT' s), but also to the digital control systems. Operator

and surveillance thus complement each other w.r.t. the control func-

tions. High reliabili ty is achieved through the use of a dual com-

puter configuration wi th self-checking features.

A question was posed concerning the large number of CRT' s. The

author pointed out that i t is anticipated that CRT' s will occa-

sionally fail. Therefore, the same information display is available

by more than one CRT. Furthermore , different parameters may be

scanned at the same time on parallel displays.

A survey of the data processing and display in PWR nuclear power

plants of Electricité de France is given in the paper by Hermant

and Guesnier. Process computers are used in the reactor protection

system (a mul tiprocessor structure wi th quadruple redundancy), in

the automatie control system (modular distributed structure), and

for moni toring the flux distribution in the core and the control

rod positions (dedicated microprocessors). Communication between

these three systems is achieved through multiplexed data links.
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The processing and presentation of da ta is done in the Complementary

Data Processing System (TCI), wi th the aim of providing operator

assistance (surveillance of measurements, man-machine communication,

control function simulation), post-incident analysis and core para-

meter calculations. The structure and the tasks performed by the

TCI are described in more detail. These include comprehensive

logging and history of state changes and analysis of plant

performance, fast recording of turbogenerator data and a proposed

disturbance analysis system. In reply to the question, if a

conventional protection system is provided as back-up, the authors

stated that only the system with four independent computers is

employed.

In the next paper, the surveillance system of the Loviisa nuclear

power station (Finland) is described. The computer-based system

provides alarms to the control room, process status information,

measurement values and information on present and past plant per-

formance. The operating experience has indicated the necessi ty of
improvements, especially towards reducing the large amount of

information, the detection of leackages in the containment and the

alarm presentation. While the last two i tems were solved satis-

factorily (supervision of the sewerage pump operation by the

operator; improved color code distinguishing between alarm and

component status), the information reduction will require some

more attention. A seperate emergency panel is envisaged as a

possible solution. The reasons and percentage of non-availability

due to human errors are listed. Concluding, trends leading to

future systems are discussed, emphasizing the need of disturbance

analysis.

In the discussion, the authors were asked to comment on the selection

of relevant alarms and on thenumber and function of the CTR' s.

The first question was answered by stating that the alarm selection

is designed based on the analysis of specific situations of the

processes . The fundamental difficul ty wi th the large information

amount is thereby reduced, but not completely eliminated. As to
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the second question , 6 CRT' s are installed, 2 of them exclusi vely

for alarm presentation. The other four may be used for display of

functions called from the operator desk. The computer feeding the

CRT's is separated from the instrumentation.

The paper presented by Ojha reviews the layout of the displays at

Rajasthan Atomic Power Station (India) . The display is distributed

on six panels, each panel covering one subsystem. Parameters which

are relevant to more than one subsystem are displayed on all rele-

vant panels. Some additional displays and alarms are described.

Par disturbance analysis, pre-disturbance and post-disturbance

memory is available. Data handling systems are used to detect failed

fuel elements and to monitor the channel temperatures. It is stated

that the display systems have been of much help to the operator.

As to the question posed regarding the tasks of the disturbance

analysis, the author replied that the disturbance analyser keeps

the plant parameters of the last 5 min updated until a disturbance

occurs. After recogni tion of the disturbance, the plant state is

recorded for further 5 min. Data are sampled every second.

Kaneto presented the Core Evaluation System ATROPOS for the Heavy

Water Reactor FUGEN (Japan). ATROPOS is a simulator-based system

which is adapted to the signals of the in-core instrumentation.

This feature enables ATROPOS to estimate and furthermore to predict

the power distribution in the core. In addition, the thermal opera-

tion limits are moni tored .

ATROPOS has been verified at different power levels. Both estima-

tion of the current core status and prediction yielded very satis-

factory resul ts: The estimation error of the power distribution
was less than 3 % at any power level, while the prediction error

stayed below 6 % excluding peripheral segments. Also, the errors

in the core thermal power and the thermal operating limits were

small.

The author was asked, if the system could fail in such a way as to

create a dangerous situation, and if software errors might lead to

dangerous condi tions. He stated that the system was not designed for
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use in protection systems. As to software errors, the system would

fail by increasing the error margin. At about 6 % error, the

operator would be alerted.

Smi th reported on five years operational experience of a mini-com-

puter based auto-control system on the Windscale Advanced Gas-

Cooled Reactor. This reactor has two experimental loop facili ties,
each of the loop having an independent coolant system. The fuel

cladding temperatures can be controlled by altering the coolant

flow, which in turn is controlled by varying the circulator speed

or a valve setting. The minicomputer controlling both loops is

partly programmed in BASIC to provide enough flexibility under

changed experimental condi tions. The function of the control and

the design features were explained. The procedure undergone for

commissioning of the auto-control and the operating experience were

described in detail.

The discussion centered on the auto-control performance under fault

condi tions. At failure of the control computer, all actuators are

frozen, which the back-up system takes over and steers the plant to

safe operating condi tions and eventually shuts the plant down. As

a precaution against software errors, the assembler language used

for scanning routines and interfaces to the actuators was checked

in the commissioning period . The routines wri tten in BASIC were

extensively tried out be fore going on-line; however, there are no

safety implications involved.

The next paper delivered by Itoh dealt with on-line computer appli-

cations for operator' s aid in Toshiba BWR nuclear power plants.

Three process computer applications are surveyed: The PODIA system

(Plant Operation by Displayed Information and Automation), Plant
Diagnosis, and Load Following operation. The PODIA system has led

to a new integrated operator console design, with indicators and

CRT' s to provide improved man-machine communication. The Plant

Diagnosis System provides early fault detection by noise analysis

methods, comparing power spectra, correlation functions etc. to

reference patterns. The load following behaviour is improved by

using simplified predictive core models and moni toring the core

and plant status.
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The lively discussion started with questions on how auxiliary

computers performing the described functions are attached to the

existing equipment. The author replied that the connection between

computers is achieved through data links. As to the necessary soft-

ware modifications, they are done during the inspection time. Wi th

respect to questions on signals sui table for noise analysis, the

core channel heating was given as an example. Asked about the use

of noise analysis in the automatic control system, the author

stated that such a system is being developed. Some questionscon-

cerned the redesign of the operator console, especially the hard-

wired system and the great proportion of indicators. The author

commented that in his experience the transition from conventional

instruments to an extensive use of CRT' s should not be too fast.

However, the opera tor may rely only on the information displayed

by the CRT if he wishes to. The hard-wired system also acts as

back-up when the computer breaks down.
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EVOLUTION OF COMPUTER-BASED SURVEILLANCE,
CONTROL AND ~AN-MACHINE COMMUNICATION

SYSTEMS IN NUCLEAR POWER STATIONS

Prepared By H .M. Wilkinson

ABSTRACT

Over the past 15 years, covering five successive generations of
instrumentation systems, Ontario Hydro nuclear generating
stations have b'enefi tted from rapid advances in computer and
display technology and from experience gained during actual
operation.
Reactor surveillance systems, man-machine communication, control
methods and system reliability have steadily improved with
successive designs. These improvements have been dramatic.
Operational results from nine power-reactor units and preliminary
results from 12 more units in various phases of implementation
are now becoming available. The scope of the improvements ranges
from the first design which used only lantern type displays to
the latest which uses 18 colour cathode ray tubes (CRT). The
operator can now scan a parallel presentation of annunciator
messages, bar charts and graphical presentations.

The computer controlled displays employ a variety of
communication techniques such as flashing characters, colour
codes, and making mimic diagrams available in several levels of
detail. These imrediately attract the operator' sattention and
assist hirn in détermining the cause of malfunctions.

The surveillance systems are integrated with manual-automatie
control stations, other operator interfaces, the reactor
regulating software system, and turbine generator control
algori thms . The obj ecti ve is to acquire all' pertinent
measurements of reactor and ot~er unit parameters, which are then
checked for validity. Same measurements provide ditect inputs to
computer control algori thms for automatic control of uni t
functions. These and other measurements, plus control outputs,
are examtned, sorted and presented to the operator so that he is
able to comprehend imrediately and clearly the status of all
reactor processes . Failures or malfunctions result in control
outputs moving in the safe direction.

The man-machine interfaces provide the operator wi th condensed
detailed data so that any Unusual conditions can be quickly and
correctly assessed. The operator is able to call up CRT diagrams
successively showing the overall process in increasing detail and
to intervene selectively when action is justified. The display
and controls are arranged so that the operator is guided toward
correct action; inappropria te interventions are inhibi ted.
Very high reliabili ties are achieved through th'e use of complete
dual redundant circui try and self -checking techniques.
Experience is also teaching us the wisdom of using separate
computer systems for indirectly related or auxiliary measurements
and of keeping the uni t control computer system dedicated to i ts
principal objective of communicating with and sharing the control
functions wi th the operator, each supporting the other.
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INTRODUCTION

Ontario Hydro, established in 1906, is a crown corporation
tesponsible to the Government of Ontario for the generation,
transmission and distribution of electric energy in the province.
It provides power to greater than 98 percent of the population of
Ontario, and has ties to Quebec; Mani toba, and the Uni ted Sta tes .
Ontario Hydro is one of the two largest utilities in North
America, with an installedcapacity (1979) of 25 000 MW.

The period of nuclear station construction covered by this paper
is trom 1962 to 1989, from the first 200 MW unit at Doug~as Point
to the proposed four, 850 MW units at Darlington. .

EVOLUTION OF SYSTEM CONCEPTS

The advent of generating units greater than 500 MW coincided with
the availability of process computers. The larger units require
more complex instrumentation and the gathering, analysisand
logging of more data than ever be fore . The control and
instrumentation systems of CANDU nuclear power stations have
undergone continual evolution in response -' to changes in
regulatory requirements, increases in the size and power of the
reactor, and the evolution of instrumentation and control
technology i tself .
The Douglas Point (Station 1) computer performs a monitoring
function and employs a single, small computer. Only a six-
character lantern type display is available to the operator.
This may be contrasted wi th the dual-computer system for each. of
the generating units planned for Darlington (Station 6)where
digi tal control is an integral part of the instrumentation
system. An extensi ve man-machine communication system will be
used, including 18 colour CRT. screens for each unit and advanced
operator interaction f~nctions. '

It is very important that reliability of these process control
computer systems be extremely high. This has been achieved
through the use of dual-computer systems (a master computer,
DCC X, and 'hot' standby, DCC Y) incorporating self-checking,
fault annunciation and automatie failover.

The computer system possesses a set of hardware and software
checks which continuously monitors the system and takes
appropriate action whenever an instrumentation fault is detected.
The actions taken range from printing a message to the operator,
to transferring control to the backup computer, to shutting down
the generator in a safe manner.

Defenses (in depth) guard against computer and instrumentation
failures. These incl ude the operations monitor, executi ve
software allied. wi th countdown régister and watchdog timers,
software that allows restarts in the event of transient faults,
and software data validity and input/output checks.
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EVOLUTION OF DIGITAL COMPUTERS

Central Processing UnH:. Configuration

In 1962 a digital computer system was installed at Station 1. It
consisted of a single CDC 636 computer with a 15-bit word and 8 k
of core memory. All computer control systems installed in later.
stations use the dual redundant configuration. The Pickering A
(Station 2) system employs two IBM 1800 computers per generating
uni t . Each incorpora tes 1 6 k words of 1 6 bits each (32 k bytes) .
Bruce A (Station 3), Pickering B (Station 4) and Bruce B (Station
5) all use the same Varian V-72 computers in their dual systems.
Core memory is now 32 k words (64 k bytes). Station 3 also has
twice as much fixed-head disk memory as did Station 2, and
introduced the first use of moving-head memory. Station 6 system
design employs dual DEC 11/70 computers per unit, introducinglarger core memory. .
Process ContI:ol

At Station 1, thecomputer system is not essential to keep the
reactor unit active. The computer performs only minor control
functions, e.g., reactor flux-tilt control and automatic power
setpoint control.
The Station 2 c9înputer system performs a greater variety of
functions, many of which are control functions essential to
operation, e.g., reaètor power control, boiler pressure control,
contröl of power output, turbine run-up, . and , fuelling machine
control.
The general concept for the computer system remains tne same at
Station 3, wi th the exception that more functions are
incorporated into the system; however, the fuelling rnachine
control i5 trans ferred to a separate computer uni t.

The computer-driven process controls at Stations 4 and 5 are very
similar to those at Station 2.

Station 6, while employing the familiar dual configuration, uses
the increased computing power to provideexpanded functional
capabili ties .
Monitoring

The desire to provide the operator with faster and more reliable
monitoring functions and more accurate process monitoring has
been met by incorporating increased capability with each
succeeding station.

The Station 1 system performs some moni toring tasks, e. g . ,
scanning and logging , fuel channel temperatures log and
poison moni toring .

alarm
xenon
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In all computer monitoring systems after Station 1, large amounts
of process data are acquired and processed directly by the
control computers. Processing of the raw data is used to reduce
the arnount of information displayed on the control panels.
Overcrowding is reduced and the status of the station is more
efficiently presented. The operator is relieved of much routine
logging o.f information.

Channel temperature monitoring and xenon poison level evaluation
are performed by the computers in all stations. Hourly logs,
trend logs, and billing and metering of station energy loads are
also handled by the computers.

Digi tal and Analog Inputs and Outputs

The numer of digital and analog sensors from the first to last
unit has increased from 630 (80 digital and 550 analog) to 27.36
(656 digital and 2080 analog), an increase factor of 4.3. A
similar expans ion has occurred for digital and analog outputs.
Station 1 possesses a total of 63 (46 digital and 17 analog)
compared with eachunit at Station 6 which, will handle 520
outputs (448 digitål and 72 analog), reflecting an increase
factor of 8.2.

Display Systems

In early process systems, instruments were mounted on the
equiprnent they measured and controlled. The operator was able to
observe the actual control functions 'being performed. As systems
grew in size and cornplexity, control panels were built (all
instrumentation at a single location). To assist the operator to
associate instrument locations in the process, flow diagrams (or
mimic diagrams) were included, with the instruments often
. located in their actual position on the diagram. Such techniques
are in use at Stations 1, 2, and 3; however, this does not lead
to compact control panels.

The application of computers to process control introduced
several new f actors :

Operator-Com
sophistica te
the operator
the computer

uter Communications. Highly reliable and
man-machine interfaces are now required to enable
to absorb this increased information and to instruct
to execute the appropriate control functions.

At Stations 1 and 2, the man-machine interface was considered
primitive and access facilities relatively slow. As a result,
both of these stations required many hard-wired control panel
displays.
At Station 2, the control philosophy is such that all indications
and controls essential for operation (start-up, shut-down, and
normal) are located on control room panels. Controls for any
system requiring attention wi thin 15 minutes of an alarm
occurence are. also located there. Controls are mounted in the
plant for those systems which can wai t longer wi thout attention.
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The control centre layouts are not identical for all four uni ts
and they are also ~mirror-imaged. These two factors are now
judged to be undesirable for the operators. The decision has
been made that future control equipment layouts and functions
will be identical for all uni ts in one station.

The innovative aspect of the Station 3 computer control system
lies in its man-machine subsystem. The decision was made to
convert many of t~e Station 2 conventional analog loops,
indicators and recorders to direct digital control.

The computer-based display system of
extended and enhanced at. Station 6.
developed and simpler and faster methods
have been achieved.

Stations 3, 4, and 5 is
Formats are further

of ini tiating a display

A back-up system, consisting of a minimum complement of dedicated
hardware display devices, sufficient to provide control and to
ensure the safety of the unitin the event of a total failure of
the computer driven display system, is also provided.

Alarm Annunciation. Station 1 employs 600 window annunciators to
communicate alarmconditions to the operator. It is difficult
for the operator to monitor the alarms.

At Station 2, the use of alarm windows was reduced by
substi tuting a monochromatic CRT. Alarms are recorded on a
hard-copy printer, to avoid their being lost or forgotten after
being cleared from the CRT.

Two of the 10 CRT in each generating unit at Station 3 are used
to display messages associated with alarm annunciation. These
two CRT are mounted one above the other, directly in line wi th
the operator' s desk. Simultaneously, more detailed recorded
messages of these events appear on a printer. Approximately 50
messages can be displayed at one time (25 per CRT). A full page
CRT image can be recorded by the printer in two seconds.

Station 4 is the first to employ colour CRT. Two such colour CRT
are used for alarm messages.

CRT and Other Devices. At Station 1, output to the operator is
accomplished through printers and alpha-numeric indicators.

To display data at Station 3, monochromatic CRT supported by a
minimum number of hard-wired display devices are used. Such CRT
displays provide alpha-numeric tables, bar-charts, graphical
trends, and special purpose formats. The operator selects a
display by dedicated function pushbuttons.

Eight of 10 CRT at Station 3 are capable of displaying graphical
information. Eight keyboards are available ,for operator-to-
computer communications. Annunciation windows, two high-speed
printers, electro-mechanical indicators and small indicator lamps
also support the man-machine interface.

*Note: The control panels themsolves were not mirror-imaged;
only the computer racks installed in the equipment rooms behind
the control panels. However, this caused difficul ties in quickly
locating specific units during emergencies.
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Computer-driven, colour CRT display systems are proving to be a
powerful tool in enhancing the man-machine interface. Despite a
high degree, of automation, the operator is required to evaluate
the station conditions quickly and correctly during' abnormal
conditions and to inititate the appropriate corrective action.
To do this at Station 2, the operator depends heavily upon
information provided by conventional indicators.

At Station 4, the computer
information which is presented
designed to aid correlation.
process control panel indicators
CRT computer-based indications
would be much larger; however,
reliance on the CRT for cri tical

processes plant data and related
on a single CRT, in a . format
Also, approximately 350 separate
are used for each unit. If the
were not available, the numer
at this station there is no
parameter displays.

The Station 4 system is further expanded at Station 5. An
extensive graphic colour CRT display system is employed, further
reducing conventional instrumentation in the control room.
Approximately 80 indications are located on the unit control
panel, while 650 indications, on 105 different screens, may be
found on the CRT monitors. Standard displays include status
displays, bar-charts and trend plots. Hard-copy facility is
available. A total of 10 computer-driven colour CRT monitors are
provided for each uni t, eight of which have full graphic and
alpha-numeric capabili ty .

The system planned for Station 6, Ontario Hydro 1 s most modern
nuclear plant, uses colour CRT monitors as the main output
device, with,' a small numer of alpha-numeric indicators and
printers in a support role. Each CRT has the following
capabilities: full colour, dedicated keyboard, 48 hours
historicaldata, and provision for. hard-copy output. Input
devices include pushbuttons, keyboards and light pens for the
CRT.' The display system' is organized in a hierarchical fashion,
with flow diagrams as the primary format. Secondary formats are
bar charts, graphical trends, and instrument and equipmertt status
tables.
FUTURE INSTRUMENTATION SYSTEMS

Dramatic improvements in electronic solid-state technology and in
display techniques continue unabated and advances in da ta storage
have been achieved. In view of the significant advance in the .
technology available to system desig~ers, the basic dual-computer
configuration bears re-examination.

A promising approach lies in the development of distributed
computer systems incorporating multiple smaller computers (ar
computer pairs for redundancy). This next generation of
instrumentation systems will supply much higher reliabili ty ,
. simpler maintenance and improvement in operator interface.

The control systems designs presently being
commissioning in the middle 1980s will likely be,
maturity, the last of their generation.

implemented for
despi te their
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The next generation of computers in control systems will consist
of a hierarchical structure of hardware and software
sub-functions or modules parti tioned according to process
function (as opposed to parti tioning according to computer
function) . Each one of these sub-functions of the total
instrumentation system will incorporate i ts own computer. This
will acquire data from sensors, process the data and develop its
own control and display outputs according to target performance
parameters recei ved from an upper level proces sing uni t.
When reliabili ty targets dictate, each such sub-system will also
incorporate a redundant computer system, or alternately, the
upper level uni t may be gi ven sufficient capabili ty to keep the
system going in the face of a complete failure of the sub-system.

Another important consideration in future digital control systems
is the desired degree of operator prompting provided by the
computer moni toring and control system. It is important that
there be a judicious balance between too much, where the operator
makes essentially no decisions hirnself , and too li ttle, where the
operator is required. to digest a mass of information in a short
time and, as a resul t, can make incorrect decisions. Prompting
should avoid specific operator instructions such as 'close
breaker numer 2'.. If the instruction ~s that clear-cut, i t
should be done automatically.

,.. '.." "
One possibility is, to have the system present one, two or more
paragraph numers in an operating procedures manual, which the
operator should follow under the particular existing condi tions .
Another possibili ty is to actually present the procedures on a
CRT screen.

A survey was conducted amongst some of the Ontario Hydro
operating and commissioningpersonnel to determine their view of
the degree of prompting desired during various operating
conditions. The results are attached to this report.
Even the best trained humans will always make errors. A good
system will prevent. operator errors from having serious
consequences and will also support or prompt the operator to make
good decisions. The total instrumentation design should take the
operator into parternship to achieve a balance of information in
a practical and common-sense way.
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TABLE 1

Nuclear Generating Stations Overview

STATION #1 #2 #3 #4 #5 #6
DOUOLASPT. PICKERING 'A' BRUCE 'A' PICK ER INO 'B' BRUCE 'B' DARLINGTON

ELECTRICAL ENERGY OUTPUT 1 x 200 4x540 4x 750 4x 540 4x 750 4x 850
- 20MW -2160MW -300MW - 2160MW -3000 MW - 3400 MW

REACTOR THERMAL 1 x 660 4 x 1655 4 x 2700 4 x 1655 4 x 2700 4 x 2800
ENERGY OUTPUT -660MW - 6620MW -10800MW -6620MW -10800MW -11200MW
IN SERVICE DATES 1962 1971173 1977n9 1982/3 198/87 1987/90
(FIRST/LAST UNITI ,

INSTRUMENTATION 8i DISPLAY DDC CDC 636 4 UNIT x 2 + 1 4 UNIT x 2 + 1 4 UNIT x 2+ 1 4 UNIT x 2 + 1 4 UNIT x 2+2
IBM 1800 VARIAN V.72 VARIAN V.72 VARIAN V.72 OEC 11/70

NO.. OF DIGITAL INPUTS 80 400 512 44 576 656

NO. OF ANALOG INPUTS 550 1152 1408 1408 1840 200
NO. OF DIGITAL OUTPUTS 46 272 408 256 504 44
NO. OF ANALOG OUTPUTS 17 42 32 42 36 72

TOTAL NO. OF INPUTS 8i OUTPUTS 693 1868 2360 2154 2956 325
DISPLAY CRT (PER UNITI NONE ICHAR. 2CRT 10CRT 9CRT 10CRT 18 CRT

ACTOR ONLYI 8 NIXIES ICOLOURI

PRINTERS 3 TYPEWRITERS 2 2 2 2 2

MIMIC DIAGRAMS 0 0 2 1 8 48

NO. OF MAJOR REAL.TIME 4 10 18 14 18 19SOFTARE ROUTINES

TABLE 2
Control and Monitoring Instrumentation

-

#1 #2 #3 , #4 #5 #6
OOUGLASPT. PICKERING 'A' BRUCE 'A' PICKERING 'B' BRUCE 'B' OARLINGTON

1. POINT ALARM SCANNING . D D D 0 0 0
2. CHANNEL TEMPERATURE

D 0 D D .0 DMONITORING

3. XENON MONITORING 111 PLUS 0(11 0(2) 0(21 0(2) 0(21 0(21PREDICTION (21

4. REACTOR REGULATING SYSTEM D 0 0 0 0
5. UNIT POWER REGULATION 0 D D 0 0 0
8. BOILER PRESSURE CONTROL D D 0 D 0
7. MODERATOR TEMPERATURE

D 0 0 0CONTROL

8. REACTOR STEPBACK D 0 0 D

9. FLUX MONITORING 8i MAPPING D 0 D

10. TURBINE MONITORING i 0 0 I: 0
11. TURBINE RUN.UP 0 D D 0 0
12. FUELLING MACHINE CONTROL D D(31 D 0(31 0(31
t,3. SEQUENCE OF EVENTS

D D 0 0 0(31MONITORING

14. PRIMARY HEAT TRANSPORT 0 0CONTROL

15. BOILER LEVEL CONTROL 0
18. DEAERATOR CONTROL 0
17. CRT MESSAGES (ALPHA.NUMER!CI 0 D 0 0 0
18. CRT GRAPHICS 0 0 0 0(41
19. HISTORICAL OATA STORAGE 0 0

0- DIGITALL Y CONTROLl.EO

NOTE: 3-CONTROL IN SEPARATE COMPUTERS
4-EXTENSIVE GRAPHIC CAPABILITY
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Degree of Prompting Survey
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CONDITION 0 1 2 3 4 5 6 7 8 9 10

1, NORMAL OPERATION (NOTE 1) .. . ~
2. UNIT START.UP (NOT INCLUDING . . ..TURBINE RUN.UP)

3. TURBINE RUN.UP . . .~ ..,-
4, NORMAL LOAD CHANGES . .
5, REACTOR TRIP (SAFETY SYSTEM ~INITIATED)

6. TURBINE TRIP (GRID DISCONNECT) ~
7, LOSS OF AN ELECTRICAL POWER . . -..

BUS

8. MAJOR ALARM CONDITION .. . .
9. MINOR ALARM CONDITION .' ~-..- .

NONE - L1TTLE - SOME MAJOR FUNCTIONS - MORE DETAIL - COMPLETE

NOTE 1: DURING THIS TIME, THE OPERATOR IS
PRIMARILY OCCUPIED WITH WORK ORDERS.
REQUESTS. ADMINISTRATION, ETC.

KEY:.~ AVERAGE VALUE

RANGE OF VA LUES.
HEIGHT INDICATES RELATIVE
BUNCHING OF RESPONSES

FIGURE 1
Ontario Hydro System Map

FIGURE 2
Ontario Hydro Capacity
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PICKERING 'A'
2,

BRUCE 'A'
3,

BRUCE 'B'
5,

DARLINGTON
6.
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CONTACT INPUT
"RETURN TO NORMAL"

193203 OKALARM""""" AN492

MODERATOR PUMP 3211.P3
MOTOR UPPER BEARING
OlL LEVEL LOW

ANNUNCIATDR NUMBER

CONTACT INPUT
ALARM

182646 ALARM",.,,""'" AN683

LIQUID RECOVERY CDLLECTION TANK
7211.TKS01 LIQUID LEVEL HIGH

AN492

TIME OF DAY
MODERATOR PUMP 3211.P3
MOTOR UPPER BEARING
OlL LEVEL LOW

ANALOGUE INPUT ADDRESS
ALARM

175934 ALARM,............ AN311

MODERATOR CONDUCTIVITY
HIGH
LIMIT 2¡.MHO VALUE 4¡.MHO

SETPOINT

ACTUAL VALUE

TYPICAi. COMPUTER ALARMS
PICKERING 'A' (STATION #2)

FIGURE 4
Example of Alarm Display and Printout

i5 ¡'!hX 1977 SEQG~NCE OF EVENTS PAGE 0

c ø~ : 013 : \313 : 1)1313 B20P ASeN IR:(
i. ~"J ' ~10 ; '113 ; i2213 B2f1P AS'J IRX
C 0') , 013 : ßt3; 052 820P A21P2 KD4

(. -¿'.) ; ~30 : '313 ; 064 PROT B20P A2161 KDGH

C ü'J : 0!3: 1313: 0i34 820P A21G2. KDGH

c ~): : :ci0 : 00 : 096 B20P A77SP PERM Tl1
C i):i : üi) : 013 : Ijji5 PROT B2ÐP A21Pl KD4
i: 'B: 0-):00: 116 B20P A94TT INST TRIP

C IB :00: øø: 123 TRIP 820P LIliE ¡'lAm A

c c'"" ~,,): 81): 143 P2QP A94RTS INIT TT 113
'J ':'': : '30): 00): 163 82~P A94RTSA TT T13

e- ~":'; 00: ØO:Ell1 DIL2Ø A94-1 INIT CBT
C :3: ..~,: eø: 192 BREAK ER DIl20 A33A
i) ç;; : 90: 013 : 212 B211P A77SP PERM Tl1
0 00 : ;)0 : 00: 224 B20? AS0 I RX
0- ",.): 0\?: 09: 244 829P A2tP2 KD4
0- eø: 1)'3: 0'): 256 P20? A94RTS HUT TT TU

FROM BRUCE 'A' (STATION NO, 3)

FIGURE 5
Example of Sequence of Events Printout
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FIGURE 6
Example 1 of Graphie Display Printout
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FIGURE 7
Example 2 of Graphie Display Printout
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FIGURE 8
Example 1 of Control Room Layout
Douglas Point (Station 1)

FIGURE 9
Example 2 of Control Room Layout
Pickering i AI (Station 2)

FIGURE 10
Example 3 of Control Room Layout
Bruce i AI (Station 3)
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DATA PROCESSING AND DATA DISPLAY IN

ELECTRICITE DE FRANCE PWR 1300 MW

NUCLEAR POWER PLANTS
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Service Etudes et Proj ets Thermiques et Nucléaires
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Abstract In E.D.F. PWR 1300 MW nuclear power plants, digital control i8 achieved
by automatic devices using electronic integrated components wi th program-
med logic. These modular systems have been designed by CGEE-ALSTHOM under
E. D. F. requirements and are named CONTROBLOC. They actuate digi td 1 control
of 1300 MW uni t equipment and also providelogic indications and warnings
on conventional' displays and on alphanumerical colour CRT i s.

Moreover, a dual-computer system designed by CERCI-SINTRA centralizes
logic and analog data. Logíc data generated by CONTROBLOC cabinets are
sent to computer on multiplexed lines. Analog data are transmitted conven-
tionally or by digital means.

The paper describes the design of that system and explains the features
which facilitate control and monitoring of the whole generating unit.
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I - OVERALL STRUCTURE 'OF 'THE 'INSTRU.MENTATION AND CONTROL- .. .. . oe

The level of technological advancement of the
Instrumentation and Control for the PWR i300 MW uni ts of
"ELECTRICITE D¡; FRANCE" (The French National' Electrici ty
Utility) is considerably ahead of the similar systems for
the PWR 900 MW units : on the 900 MW units, almost all the
automatic control equipment was based on electro-magnetic
relays or, for some of them, based upon wired logic modules.
Par the i 300 M~rJ uni ts, programmed digi tal techniques are
used :

- the reactor protection system (R. P. S. ), developed under
the name S.P.I.N., has a multiprocessor structure and
an archi tecture based upon quadruple redundancy,

- the logical automatic control for the uni t to be in and
out of service and for automatie protection of 'conventional
equipment, developed under the name CONTROBLOC, have a
modular structure, and is programmed, mul tiplexed, using
the technique of distributed software,

- the equipement for controlling and measuring the positions
of the control rods and the equipment measuring the f lux
in core, are also designed around microprocessors.

This wide use of programmable equipment makes i t
possible to develop mul tiplexed links among these
equipment items and the complementary data processing
system,and also to implement, more easily than with wired
equipment, the control logic and the signalling logic. The
cost of this signalling and alarm logic, logic which must be
fairly sophisticated if i t is desired that the operator be
supplied only wi th information which is judicious and
unambiguous, actually becomes marginal when using programmed
logic.

For the processing and presentation of the data,
the general approach decided upon, is as follows :

- the analog values presented in the control room on conven-
tional equipment (recorders, indicators) are those which
are necessary for the normal running of the plant unit, or
those which are important from the point of view of safety
and security of equipments,
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- the reactor protection system (SPIN) generates and ini tia tes
the protection actions, directly aff ecting the actua tors ;
the signals and alarms which it generates, are, on the other
hand, transmitted to the "CONTROBLOC" controller,

the "CONTROBLOC" controller performs all the alarm processing,
It perfarms the logic processing which makes it possible to
only supply ~he operator wi th the data which is necessary
for him at a given moment.

The alarm signals are presented on annoncia tor windows when
they require immediate operator action, otherwise they appear
on visual data display units. For the mimicpanels and the
sta te of the protection system sensors, the signals are
presented using LEDs (Light Emi tting Diodes ) .

- Almost all the measurements, all the status signals and
alarms, a major part of the sensor and actuator status
are input to the complementary data processing. The logic
status are transmitted from the "CONTROBLOC" equipment
via mul tiplexed links ; the measurernents acquired by the
SPIN are transmitted from the SPIN equipment via multiplexed
links; all the other measurements are transmitted by wires.

With this organization, the complementary data proces-
sing system is not indispensable for a steady running of the
plant uni t. However, owing to the volume of da ta which i t
receives, to its processing and memory capacity, it supplies
the operators with more complete and more sophisticated infor-
mation than the information directly associated with the
automatie control systems, which make it possible for the
operating team to better understand the installation, to
optimize its operation, to reduce its downtime.

11 - THE ROLE OF THE COMPLEMENTARY DATA PROCESSING (TCI)

The complementary da ta processing has a triple role

1/ ~~ _ 2E~f~tl~~_ ~êêl êt~Q£~ _E2l~L _£2Qê~ êt~~~_ Q~

. automatie supervision of measurements,
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. man-machine conversational facili ties so that the
operator, upon request, canhave tables, curves,
informational flowdiagrams,.... imediately giving
hirn the precise elements on the state or the trends
in the installation, or giving hirn the possibility
of analyzing a si tua tion,

. calculating and simulating functions making it possible
to optim~lly act on the control rod assemblies and on
the boration during programmed charge variatiohs (so-
called reactor control function).

2/ ~~ _ ~~E~~=E~~=!~SE _~~~!i~!~_E~~!_~~! ~L_S~~~ !~E!~~_~!

. the man-machine conversational facilities for the
analysis of the immediate past of the installation,

. data logging facilities for off-line processing of
malfunction data, or analysis of the statistical
behavior of the equipment.

3 / ~ _E~!~_~!_~Sg~!~! ~!~~_ ~~~ _EE~S~~~!~S_~!_!~_S~E~ _E~S9E~!~~~'

s~~~;h~!:;h!?s_~! :

. acquiring the data necessary to understand the distri-
bution of nuclear flux in the reactor,

. to perform calculations on this data,

. to transfer this data onto a portable medium for later
use.

III - STRUCTURE OF THE TCI

Unlike the structure for the 900 MW plant units, the
TCI for the 1300 MW plant units has a two-level processing
structure.

The first level acquires the logic and ~nalog data
coming from the installation and perfarms the necessary
processing to supply the operator, with the information which
is immediately usable for the running of the unit ; a second
level, connected to level one, receives all the data acquired
by the first level and performs all the other processing.
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This two-level structure is not redundant since the
loss of levelone,results in the loss of level two which
would no langer receive data ; hOwever ,this structure
provides the following advantages :

it makes it possible to share the processing and acquisition
job between two processors, lightening the load for each of.
them ; the ~olu~e of data to be acquired (5 oon logic data'
elements, 1200 measurements) and the existence of a complex
processing for reactor control, strongly motivated thisorganization," .

- it makes it possible to quickly make available on the site,
from the beginning or the tests on the plant unit, a simple
structure, that of level one, whose relatively small programs
are conventional and will probably evolve little, but are
sufficient to run the start-up tests under good conditions
while level two, whose programs are more complex and are
subject to a certain amount of evolution, has more
available time to be carried through in workshop, before
installing on the power plant i tself ,

- it makes it possible to specialize the functions assigned
to the two levels : the essential functions of level one
are acquisition and real time processing while level two,
separa ted from the process by level one, is less
specialized and is essentially used as "management-
calcula tion" function.

3.1 - Structure and functions of level 1

Level 1 acquires the state changes of the logic data
coming essentially from the "CONTROBLCC" via mul tiplexed links
(approximately 5000 data elements, distributed over 80 links)
and the analog data coming fram instrumentation (approximately
1000 measurements) and from the SPIN (400 measurements) .

a/ ~~9:~2_~~!:~

Chranological storage

The logic data changes are intended to be stored in
chronological order.

They are transmitted to level 2.
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Da"t"a ;logging

On one of two semi-graphic polychrome screens assigned to
level 1, and arranged inthe normal operating zone of the
plant uni t,the operator can obtain, upon request, the
last 2 3 status changes.

He can a~o obtain a print-out on one of the two printers
assigned to level 1.

b/ ~~~!~~L9~t~

. Acguisition

The 1000 analog signals coming from the instrumentation
(thermocouples and 0-500 mV signals) are acquired at rates
of 2 seconds (100 measurements) 20 seconds (160 measure-
ments), 60 seconds (750 measurements), linearized and
validated (measurement range check), while the 400
measurements coming from the SPIN are transmitted by
four asynchronaus mul tiplexed links ~ the control rod
assembly position data and the flux measurement data
acquired by the in core recording control system, are
also transmitted by multiplexed links.

. Supervision

An automa tic surveillance processing, covering about 700
measurements, compares each measurement to one or several
thresholds values and actuates an alarm when a threshold
is exceeded. The alarm message is presented on screen.

The operator has dialogue facilities making it
possible for hirn to temporarily modify the threshold
values, wi thin a limit of 23, and a table of modif ied
thresholds, automatically updated, is presented to hirn
on screen or on pr inter, upon request ~ any threshold
which is exceeded is processed as a logic state change.

The redundant measurements coming from the SPIN are
compared among themselves and an alarm message appears on
screen when the redundant analog measurements differ from
each other by more than a given value,
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. Inhibition

The operator has dialogue facilities making it is possible
for hirn to inhi.bi t a measurement or a group of measurements,
that is to interrupt al 1 the processing relative to this
measurement or to this group of measurements. The
inhibi ted measurement table (maximum capacity 30 G
measurements), is presented to him upon request, on
printer or screen.

. Evolution

The operator can also request display or printing
of evolution of one or several measurements in time,
at one column per measurement (maximum 20 columns) ,the
total capacity being limi ted to 60 values per measurement.
On the screen, the operator can consult all these 60
values to know the trend of those measurements.

3.2 - Structure and functions of level 2

Level 2 receives from level i

- the logic states, every 2 seconds,

- the status changes, stored in chronoloq ical order,

- the measurement values at their acquisition speed.

The dialog facilities at the disposal of the
opera tor include two semi-graphic polychrome screens, wi th two
associated keyboards and an electrostatic printer ; the
conversa tion station is organized in such a way tha t the two
screens can be managed each independant from the other.

a/ ~E~~~~t~É~~~_~!_~t~É~~_~~t~

Upon request, the operator can obtain, on screen or printer,
the presenta tion of :

tables of logic states and measurement values for a
functional element,

. tables of values for groups of measurements whose
composi tion and modification are accessible to the operator
on demand,

. the list of alarms present,
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. thc list of non-available actuators,

. temperature maps,

circuit flow charts with the information concerning the
values and states of the main elements.

b/ ~~g_~~~_h!~t~~y_~~_~t~t~_£h~~g~~

The laster 10,000 logic status changes are stored on disk
and the operator has facilities for dialogue and seeking
which make it possible for hirn to restore anyhourly
section on screen or printer.

c/ !:l~t~~y_~~~_~~ll~~:~E_2~_I.~~~~~~~~~t~

Since the measurement values are stored on disk over a
period of 24 hours, at their normal acquisition rate,
the operator can obtain on screen, in the form of curves
or digl tal values, a presentation of the trends of
these measurements, by groups from 1 to 6, in any hourly
section. The trends may be restored on electrostatic
printer.

d/ !~~e~~~~~~~t2~_~~t~

Fast recording processing is intended t~ present concisely,
a certain number of events concerning the pösi tion of the
main steam valves of the turbine and its speed, whose rapid
evolution is to be correla ted.

The changes of approximately 80 logic status are
permanently stored in memory in a table where is stored,
at the acquisition rate of 0,2 s, the speed of the
turbine i this data is accessible to the operator over a
per iod of 24 hours.

e/ r~~lt_~~~lY~~ê

The purpose of this processing, whose precise specification:
are not as yet established, is, for certain types of
disturbances, to supply the operator with the indication
of the signal initiating triggering, and.a diagnostic
. ,concerning the origin of the disturbance.
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f/ Assistance for reactor control- -- --------- --- -- ------------~

EDF' s 1300 MW reactors are controlled with advanced grey
rods system, wi th protections by DNB and FQ meter, use of
mul tistage ex-core chamber, the uni ts being studied for .
load following. The functions to be fulfilled for control
by TCI ar~ now being defined. The code used €nables
operator to obtain an axial representation of thecore,
wi th on-line identification of the module ; as a possible
function, it is anticipated to provide off-set axial
moni tor ing, taking into account the Xenon oscillations,
a guide to minimize effluents, the optimum conaitions
for power return after emergency shut down....

g/ g~l£~l~ tl~~~L_b~_£~E~_~~~~~E~~~~t_EE~£~~~l~g

In addi~ion to the calculations linked to the assistance
for reactor control, the main calcula tions performed,
either periodically, or upon request, esentially consistof : '
- the thermal power,

- the Xenon calcula tion,

- the reactivity analysis,

During the in core surveys, the TCI receives from the
mobile detector control system, the flux values measured
every eighth millimeter. These values are processed by the
TCI so as to elimina te the aberrant values and, wi th a
certain number of complementary da ta elements (position
of the control rod assemblies, core tempera tures, power...)
loaded on a floppy disk for processing in the computer
center.

h/ ~~l ly_ ~~~ ly~ b~_~~~ _~~l lY_3l ~t~EY_ ~~_t3~ _El~~t_~~lt

This function leads to the automatic printing of a
reference document summarizing the physical operation
of the plant uni t during the preceeding day.

It includes overall analysis (number of hours of operation,
energy analysis, fuel irradiation), a sumary wi th the
time and date of the main malfunctions and the half-hourly
values of the principal physical parameters.
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i/ B~£Ç2E~l!:9:

The recording functions performed at level 2 are irnportant
because they concern the 10,000 latest logic state changes
and all the rneasurements over aperiod of 24 hours. This
da ta must be permanently accessible to the operator and
it is storedon dìsk, with possibility tQ be loaded on a
magnetic t.pe, each day.

o

o 0
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C.D.P 1300 MW

COMPLEMENTARY DATA PROCESSING

5000 LOGIC
DATA

200 ANALOG
DATA

2000 ALARMS
150

STATUS
INFORMATIONS

f

850
CONTROLS--

400 6
ANNOUNCIATOR CRT
WINDOWS DISPLAYS

t

", ~ "
START AND STOP I B.O.P NUCLEAR

~ _ CONTROL _ J!ROTECTION PROTECTIO~( ). SPINC.G.E.E- ALSTHOM . CONTROBLOC (MERLlN-GERIN)

~O SAFEGUARD
ACTUATORS

\. ~

1000 ACTUATORS

f

1000 ANALOG
DATA

250
METERS

i

50 CONTROLS

J.
60 RECORDERS

.

CONTROLERS

40 ANALOG 35 CONTROL
ACTUATORS RODS

j

1~
..

200 ANALOG
1500 LOGIC SENSORS SENSORS

..
1000 ANALOG 30 ANALOG CONTROL

SENSORS SENSORS RODS
POSITONS

INSTRUMENTATION

Figure 1
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1300 MW PWR UNITS

COMPLEMENTARY DATA PROCESSING FUNCTIONS

1: HELPING OPERATORS

AUTOMATIC SUPERVISION OF MEASUREMENTS

COMPARING TO THRESHOLDS

COMPARING THEMSELVES

OPERATOR SYSTEM DIALOG

MIMICS

MEASUREMENTS

STATUS TABLE

CHANGES OFSTATUS

D: CALCULATIONS

IN CORE MEASUREMENT PROCESSING

THERMAL POWER

m AFTER THE FACT ANALYSIS

IMMEDIATELY BY MEANS .OF OPERATOR DIALOG

OF UNE, THANKS TO STORAGE ON MAGNETIC TAPE

m ASSISTANCE FOR REACTOR CONTROL

Figure 2.



c. D.P 1300 MW

( 5 multiplexed lines)
Digital signals. from

SPIN and Control Rods equipmt

400 digital signals

LEVEL 1 "ACQUISITION"

Analog signals
from sensors
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60 to 80 multiplexed lines
from "CONTROBLOC" (togic controt)

1000 analog signals

~

5000 logic data

To Level 2

COMPUTER Nr 1

48 K Words

Sintra C LX

o
~
o
'-
"-

-
~ ~
-

DISC 24 Mbytes

Control Display

C RT

Dialog

Keyboard

Measurements
Display CRT

Evolution

Printer

log Printer

Flgu:re 3



C.D.P 1300 MW

DISC 10 MBYTES

DISC 50 MBYTES

LEVEL 2 "DATA PROCESSING".

L1NE FROM
LEVEL 1

COMPUTER Nr2

256 K WORDS

SOLAR 16/65

FLOPPY DISK

Q o MAGNETIC
TAPE

o
o

------~D
:Z

ELECTROSTATIC
PRINTER

PRINTER
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SEMI GRAPHIC

COLOUR SCREENS

AND DIALOG

KEYBOARDS

ALPHANUMERIC SCREEN

(in computer room)

:s Figure 4
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J Helske
B Wahlström

ON THE DETECTION OF PLANT .ABNORMLITIES BY SUITABLE CONTROL ROOM
LAY-OUT, EQUIPMENT AND POSSIBILITIES FOR COMPUTERIZED OPERATOR
SUPPORT SYSTEMS

1

Introdu qtion

Rare incidents have got an increasing attention when the safety of

nuclear power plants is considered. The main difficulty in treating

such incidents systematically is that a long chain of events leading

to the incident has to be postulated and evaluated. In the case

human intervention is possible either by correcting or worsening the

situation a reliable estimate of the probability of the incident is

even harder to give. The human component is however very important

in detennining the overall safety of a plant and it is clear that

the environment for the operating personnel sliould be designed for

the highest possible reliability.

In considering the reliability of human work the operating personnel

could influence the safety of the plant either in a positive way by

doing outstanding work or in,a negative way by making errors. The

human errors are very much si tuation dependent and if sabotage could

be neglected then it could be postulated that all human errors are

si tuation induced.

Before considering the quality of human work in more detail it is

necessary to consider the division of tasks between man and machine.

The philosophy for the design of automation systems and control rooms

is very much dependent on tradi tion and views and is therefore varying

between different countries and companies. Considering the division
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Atomenergoexport (USSR) have delivered the reactor, the' turbines

and the main proces ses. The instrumentation is mainly from Siemens

AG of West-German~. The computer system, the civil engineering, the

electrical equipments and some auxiliary processes are from Finland.

Imatran Voima Oy, the owner utility, has had a pretentious task in

joining all these deliveries together to a well-workingpower station,

working as architect engineer in close cooperation with the Soviet

main supplier.

The many components brought forth the need for a large amount of

information (circa 2000 analogical measurements, 4500 bi-signals,

4000 alarms). Only by using computer systems is j.t possible tohandle

such an amount o£ information in a reasonable way. The computer of

Loviisa NPS gives us, for instance, the following information.

- alarms to the main control room in three priorities, of which the

two first displayed on cathode ray tubes

- procèss diagram formats, graph formats or measurement value formats.

For example: it is possible to call the process diagram format and

check the status of the process after an alarm; does it support

the alarm information or not. Fig. 1.

- measurement values on request

- reports: operation reports, plant status reports and process

condition reports

- plant perfòrmance calculations, efficiency coefficient, burnup

distribution of fuel, marginals etc.

All information c~n be' received centralized on six display tubes and

prìnters in the main control room. Enclosed is a hardware configura-

tion of the computer system. Fig. 2.
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3

Operational experience

The problem with the great amount of information was well-known to

Imatran Voima already at the. beginning of the planning. Some methods

that we have used in order to identify essential information:

- there ~re threedifferent categories of alarms, of which the most

important ones are realized in a conventional way in parallell to

the computer display

- many interlockings to prevent wrong information

- blinking- alarm values i? process diagram formats

- a continuous calculationof the plant performance and the data

received about divergences give valuable information about the

condition of both equipments and measurements, and thus .facilitates

the planning of necessary repairs in good time, and the plant can

be operated almost at i ts maximum. A continuous calculation of
the plant performance concerning for instance the foll6~ing pöints is

made at intervals of one hour: reactor power, efficiency, plant flow

balances, mass balances and thecondition ofmain components such as big

pumpsand heat exchangers.

The practical problems that have required attention during the

operating phase include the following:

1. In the first priority there may, be five "pages" of alarms, on

each page 20 alarms in an emergency situation, and in the, second

priority 20 pages with 20 alarms on each, too. Howto enable the
finding of really important signals?

2. How could leakages in the containment be indentified easily? We

have connected to the compu.ter mass balances and- flow rate measures

of condensate from cooling ventilation system, but for - one thing
they are not accurate enough and, secondly, theymay not be reliable.
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3. On the control room panels it was earlier possible to see, for

example, the positions of the valves: white closed, red open;

but, red also indicated valve or pump disturbances. We could

not see the deviations or if an important valve was in a wrong

position.

Point 1 is the most important one in emergency situations and points

2 and 3 ,are valuable during normal operation and at minor disturbances .

Point 1: Against this largeamount of information we have one plan;

we need aseparate emergency format in the display unit or, even better,

aseparate emergency panel. On this emergency panel we will have the
important information from our processes and i t can be seen clearly
and independently from other information. See fig. 3.

During emergency situations the most important thing is to analyze

how the core cooling is working, the tendencies of the critical para-

meters, and to decide how the situation can be improved. But it is

rather difficul t to analyze anything, if you do not soon enough dis-

tinguish the signals which tell you that something is wrong.

Point 2: For finding leakages in the reactor building we had earlier

"on/ off" alarms from the special sewerage pump in the third priori ty

and they were recorded on a printer. Now we have put these alarms in

the second priority and ordered the operators to write down in a

separate logbook every pump start and to calculate the time intervals .

Now it is possible to notice "at once even very slowly growing leakages.

I am quite sure that the best way of finding a leakage is to do it

manually. When we know that there is a leàkage,we can inspect the

inaccessible rooms in the reactor building by means of mirrors and

endoscopes. Endoscopes can be put into these rooms through special

instrumentation penetrations.
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Point 3: We decided to change the colours of some lamps. Now we

have for example: green light meanirig that "pump is running in normal

situation", "valve is open normallyl! , "automatics normallyon",

white light meaning "valve normally closed", "automatics normally

off", "pump not running", and red light meaning "valve in abnormal

position", "automatics off abnormally", "valve disturbance" , "emergency

pump is working". This shows that in some cases the red light can

indicate thatthe valve is open or that it is c10sed and this can

cause 'confusion. But the most significant thing is that when you see

a red light you know that there is something wrong. This is ,.the
philosophy of the "green board".

Altogether the information system of Loviisa NPS has operated

excellently, although we still have problems with the amount of

information at large disturbances . Of course the future can bring

even better systems; at emergency situations not all alarms would be

displayed by the computer, but most of the alarms concerning especially

the sedondary circui t would be swi tched over to another information
unit.

As a practical resul t from our information system of Loviisa humn
mistakes have played an insignificant role at our plant. The reasons

for the non-availability at Loviisa NPS are as foliows:

- 8 % power restriction

- annual maintenance

- other general maintenance

technical defects
-pumps, valves
- turbogener a tor s
-instrumentation

7,8 %

10,6 %

0,4 %

2,0 %

- stretch-out loss

- grid regulation'

- guarantee tests, other tests

- tolerance to max. power and other human factors

0,3 %

0,6 %

0,3 %

0,3.%
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4

Possibilities in the future for computer aidèd operation

With the introduction of powerful and inexpensive micro-computèrs

new possibilities is emerging for computer support during abnormal

situations in the plants. The colour displays are also enabling the

development of advanced man machine dialogues. Taking however into

account .the extreme requirements for the reliabili ty of the nuclear

power plants it however seems more probable thatthese systems will

be an addition .to a conventional panel with the most i~portant
variables. Such a system could then be thought of as an instrument

for computer aided operation.

In considering possibili ties for computer aided operation the tasks

of the operator should be identified. The tasks as required during

an abnormal situation could be identified as /Ras 1976/.

- alert

- identify

- res tore
- evaluate

- operate

The operator has to be alerted by some means that the operation of

the plant has changed, then he should identify the cause and res tore
the normal operation. After that the operator should evaluate possible

,consequences and operate to eliminate the cause of the disturbance. A

system for computer aided operation could in principle be designed to

assist the operator during all these phases.

For the alerting of the operator that the planthas entered some ab-

normal state alarming systems havebeen designed. Especially important
are the existence 'of different prewarning signals to alert the operator

in time for a remedy .to be found. The main difficul ty wi th the alarming

systems used today is thatalarms are active during normal operating
regimes which means that important alarms could be masked by abundant

l'cry wolf" alarms. With the introduction of computers it wouldbe

possible to use more efficient alarm fil tering to make an active alarm

to indicate an abnormal situation. Innovation in the presentation of
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alarms could also be done with the use of videodisplays .

Aids for identifying the cause for an alert signal could be built

around systems for hypothesis generation and hypothes~s testing.'
Different methods from advanced pattern recognition to straight-

forward searches through cause consequence diagrams have been proposed.

To help ,the operator in chosing the correct sequence of actions diffe~
rent checklists and operational instructions have been generated. To

ease the use of such checklists and instructions they could be inte-

grated in a man computer dialogue. One advantage of- such a system is

that it would be possible to integrate also the plant design data in

the main data base.

Consequences of actions should be carefully evaluated béfore applied

because the different systems of nuclear power plant is heavily inter-

connected and actions could therefore introduce unwanted side-effects.

One possibility is to use fast models to simulate responses to proposed

actions to facilitate a correct prediction of the plant response. The

simulation models coúld be based either on continuous variable simulation

or cause consequence diagrams for presenting possible scenarios to the

operator.

The operation could be eased by using ,the computer to cue different

actions to be initiated by the operator. The computer could also be

- programmed to perform an alarm bell function for the operators.

In considering the typ.e of plant disturbances which should be the

target for the development of computer aided operation it is quite

clear that they coincide with the situations where the ~perator has

an active role. This rneans that the large single accidents ofthe

LOCA type will not be the main target for the systems because they

will be taken care of by automatic systems. On the_ other hand it seems

clear that smaller disturbances where the automatic system will not

function but which could develope into larger disturbances if no

measures are taken.
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One of the most important questions to be considered is however

connected to the problem of datareduction. How should the irtfo~ation

in the control room be processed and displayed to easily grasped and

used for the operation according to the defined goals.

5

Conclusions

A lot of new possibilities are emerging with the introduction of new

equipment. A lot of the benefit available with such systems could

however be obtained also wi th more conventional systems if they only

are properly designed.

There is a clear benefit in using the colour displays because of

the possibilities of having a very compact system where the information

is presented only when called. For the most important information on

the state of the plant a separate panel is however needed.

/Ras 1976/ J. Rasmussen: Outlined of hybrid model of the process
plant operator, in T. B. Sheridan, G. Johannesen (ed):

Monitoring behaviour and supervisory control, Plenum

press (1976)

/Ras 1979/ J. Rasmussen: Personal communication
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AUGf1E.~":ING OPERATOR GüIDE FOR ROU'INE
AND Ei-ERGENCY Oi?ERA~IONS

K .? 0 jha - Control Maint enance Engineer,
Rajasthan Atomic Power Station,
Kota, Indi a .

ABSTRAC'1 :

Plant parameters are exibited in Control Room to guide
operator in taçing operational decisions. It is necessar
that these exhi:.its be in accordance with the operational
procedure anà steps. '10 minimise time reaed for analysing
the informati.on and also to reduce the need of verbal
communications.

The paper reviews the parameters displayed and thei
layout at Rajasthan Atom1c P.)wer Station. Aàditional displays
provièed anã 1!re unãer consideration are described.

A transmitter power suP?ly failure alarm unit has been
installed to identify aDnOrna.L indications due to lass of
power supply. t,,: a transmitter # so that approach for
rectification is easy. Additional displays such as steam flow
discharge rate, rate of change of heat transport pressure etc.
are under consideration. Absence of primar heat transport
flow indication has been felt to be a great hanicap.

During a disturbance, 1t is necessar that the operator
is able to identify the cause fram the eff ecs . Normal
recoràers having chart spee of one inch per hour are unable
to assist the operator in c;alysis of the disturbance, when
very fast transients in many parameters occur. Feasibility
of increasing the speed of the recorders, during a transient,
is being investigated. A disturbance analyser, wi1:h twenty
analog inputs has been insta.iled, to print out pre-incident
and post-incident values of important parameters.

Introduction of aseparate analyser for eleetr1cal
systems, is also being considered. Exsting contact inputevent sequence recording annunciator has been exended to
include more inputs. In many redundent and. coincident logics
partial failure was not evident until a completed t.rip t.ook
place. Indicating lights were installed to indicate parial/
single channel failures. Ready to start. light for important
standby equiprnent. were also installed.
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1.0. INROOtXTION:

Reliable, accurate and comrehensive display of status
of nuclear power plant parameters is very important for
taking operatlonal decisions, during normal and abnormal
conditions. Since the number of parameters tend to be large,
it 15 important to ensure careful selection and location of
dis?lays, so that priorities are clear and operation is
convenient. Some of the oprational requirements are not
envisaged during design and construction. Therefore, displays
and co~trols are under constant review to imlement
modifications and incorporate operational requirement, which
become evident as operational exrience" builds up. The
paper describes reviews carried out and changes implemented
at Rajasthan Atomic Power Station, Kota, India.

2.0. LAYOO' OF DISPLAYS ON CONTROL PANELS:
..

2.1. General considerations in layout and parameters chosen
" for displays are as follows:

i) Displays should be such that operational steris are
evident. Alarm descriptions and indications should
be apointer to action to be taken by the operator.

1i) The displays should be near operational point
Chandswitch, knob etc.). In some cases a strategic
display for a plant subsystem is imortant to be
watched while operating hand switches etc. of
another subsystem. In such- cases, display may have
to be duplicated sò that it 15 visible to the
operator while he is operating.

iüJ Alarm priorities shoud be clear. Alarm window may
be colour 'coded, so that in case of simultaneous
alarm, operator' sattention is drawn to one wi th
higher p~iority first.

iv) Display of parameters and alai: not required
during operation should either be deleted or
recorders, printers for such parameters should be
located in aseparate room, not in Control Roo.

2.2. Generally panels are divided into subsections, as per
system and subsystems of the plant. Control room display
in Rajasthan Atcmic Power Station, is distributed on slx
panels, each panel divided lnto subystems as follows:

1) Electrical generation and output system, station
supplies, boiler steam and feed water system.
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ii) Primary heat trans?ort, moderator and reactivity
systems .

iii)
iv)
v)
vi)

Reactor poqer control and protection.

Fuel handling systems.

Auxiliaries systems.

Heavy water leak detection systems.

However, certain indications/displays of parameters of
asystem, which are vital for operation of another system,
are displayed on the relevant panel, in add ition to or instead
of displays on the panel for the system. For example, delayed
neutron signal to indicate failed fuel (auxliary system) 15
also displayed on fuel handling control panel. Additional
displays were provided, as described in subsequent sect1ons,
to fulfil more such requirements. Alarm window were colour
coded and certain alarm windows not found necessary, were
deleted .

3. O. ADDITIONAL DISPLAYS .~'l ALARM:

3.1. TRANSMITTER PO:'1ER SUPPLY FAILURE .\u.:

Various transmitters for process system parameters are
powered by 65 volt D.C. power supplies. Sometimes, the
indication went d~'/n due to drop in this vol tage caused by
deterioration, of components er complete failure due te
blowing of fuse. To distinguish such failures from thoše of
transmitters and also fran genuine drop 1n signals, a
transmitter pO\ler supply alarm unit was installed. 'le voltage
at output of each power s upply unit is monitored and a
comon alarm is annunciated in control room to draw oprator. s
attention. Indication on local panel identif ies the faulty
power supply. Thus, considerable time is saved and fault
can be rectified quickly.

3.2. OTHER PONER SUPPLI:::

Other 9CMer supplies used are 48 volt D.C. for.
relay logic systems and 118 volt A.C. for instrunts.
Fusing system for both types of power supplies were reviewed
and rearranged so that generation outage 1s avoided when
a single fuse fails. Fuse failure for 48 volts D.C. is
annunc1ated 1n control room. Need has been felt for s1milar
annunc1at1on for 118 volt A.C. also, so that failure of
power supply to an instrunt is eas1ly identified by the
operator andquick action can be taken. Feas1bility for
prov1ding such alarm for important instruents 1s being
studied.
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3.3 ADDITIONAL LI~~T IMGICATIONS:

Light indicat10ns were installed to indicate -Ready to
Start" condition of stancmy pumps, such as boiler feed pums.
Light indications are also being cons idered tor pos i tion of
relii!f valves of primary coolant and steam systems. In sem
coincidence 10gic circuits, single instrumnt faili.ire was not
evident till a comp1eted trip took place. Singl~ faili.ie
indication liqhts were installed in such cases. Por example,
reactor 15 trippe1 when level in three out of four boil ers
on ons side of the reactor 1s low. H~ever, there was no
indication to the operator when one or two of the level
switches have failed to be in cond l.tion of 10w level even
though actual 1e'Tel .L-; not lew. Light ind1cations now installed
for each level switch are very useful.

3.4 LO~ LIMIT INICATOR AND A~~:

'Ie tur:bine load 15 llmitedby a relief type of l1miter
for go""erned oil pressure. The setting of the li.oniter 15
indicated in control room, But this indicat~r was oriqinally
callbrated in term of percent of electrical pCMer. Therefore,
accuracy of the indication was subjected to drift in calibration
of qovernor valve and such other parameters affecting relat tonship
between governed oil pressure and pOter. 1o1so precise
ealibration of the 1ndicator was not praeticable as it needed
variation of load,whlle connected to grid. 'Ie load limit
indicatt.,r was thererore, cal ibrated in term of governed oil
press ure and a.n indicator ror qoverned oil press ure was
installed by its side to facilitate easy comarison and off
load calibration. This has been found very useful.

1on alarm was also installed to annunciate when governed
oil pressure is not rising because of load limter action,
tthen speeder 16 being driven up and reaches its 11mit. .\.
continuolJ indicatii:m of sf)eeder posit ion would be very useful
to the oper~tor.

3.5 i~mICA'l'ON 0;' GROSS FLOW OF PRIMAY HET 'lAA~PORT (PHT):

. At present primary heat transport (Reactor coolant) f100
is monitored only for few selected channels of the reactor and
gross flow i5 not indicated. Indication of PH'r gross flO\I would
be very useful to the operator in assessing situation during
transients and for accurate ealculation of thermal power of the
reactor during steady operdtion. A conventional fl~l measuring
device cannot be instal1ed because of absence of sufficient
length oE pipe. Effort was made to monitor the flow by measuring
differential presure developed across PHT circulating pums.
Anothcr device na-i under consideration is using spectrum of
enerqy emm1ssl~ns from PHT, due to nuclides present in the system.
'1'e spectru will be monitored at two fixed plaees in the flDll
path of PH1', separated by a known distance. 'Ie t i.me interval
of appearance of identical perturbati,~ and distance between the
two monitoring points will give an indication for velocity of
the fluid from wh ich flow can be calculated.
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3.6. RA..E OF CHA'TGE OF HEAT TRANS?OR~ PRESSURE :

Reaetor trip due to PHT pressure exceeding low limit has
oeen most frequent arong the reasons for outages. Most of
these out:ages were not really warranted , because there was no
loss of ooolant, against which this trip provides the
protection. A PH' pressure rate instrument was installed t.;)
investigate if "low pressure" trip can be replaeed by "high
rate of falling pressure" for some conditions, to reduee the
unwàrranted trips and maintain the reliability of warranted
tr ips . While this does not appear to be advantageous i the
parameter is very helpful to operator as a guide while
unloadlng/loading the turbine and raising/lowering of reactor
power, to avoid reactor trip due to PHT pressure high, as well
as PHT pressure low. It is proposed to install indicators for
this parameter on turbine as well as reaetor power control
panels. It would be a better guide for the operator to assess
how turbine loading/unloading rates and raising/lowering of
reaetor power eontribute t,o the changes in PHT pressure.'

4.0. NARROv¡ DO~lN AREA REQUIRING OPERA":ORS À~ENTIOT\:

It is necessar that during a disturbance in some systems
of the unit, other eqipment and system parameters be left as
elose to normal operating condition as possible so that
operators attention can be concentrated on the disturbed area.
Disturbances considered here are react::r trip, turbine
unloading or trip and boiler feed pump trip.

4.1. REACTOR 1'RIP:

A trip reset scheme is being c:.nsidered to minimise
changes in reactor proèess system. At present moderator is
dumped out of reactor core during a trip. Feasibility of
keeping moderator level as high as safely possible, is being
considered

Steam to turbine 15 st:.P9ed in fi: ve seconds after t:he
reactor trip, SQ that steam pressure can be c::mserved to
maintain the vacuum and other services. Feasibility of
motoring the turbogenerator also is oeing .:- studied, to
reduce time for turbogenerator run up and synchronisationi
so that loading can be started as soon as reactor power can
be raised.

4.2. TURINE 1'RIP:

When tur~ine trips or gets unloaded, steam produe'e 'in
reaetor is discharged to atmosph~e as a heat: sink for reactor
to ensure minimum àisturbance in nuclear systems. Reaetor
power i5 reduced automatically at a fixed. rate of 1/2 per
cent of full power per second. (reaetor set back). An override
feature was introduced to arrest this reduction of power if
sufficient feed water at reqred temperature is available;1the
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reactor boiler. Displav of feed water tem~erature and
rejected steam £lao' rate, by wav of position of steam
discharge control valves, is being cons idered to be lceated
on reactor pO\ler control panel, to enable oPerator to
ooerate in this mere in ,:1 safe and OPtL1\um manner.

Steps ar~ also being cons idere to increase oreS$ure
of steam drawn fram boiler to feed water deaerator heater, so
that feed water temperature can be maintained within
acce9table limit even in absence of extraction steam fram
turbine used in fee water heaters. An indicator ~or boiler
feed water temoerature, to be installed on re~ctor contral
panel is also being considered.

4.3. BOIJ~ER FEEO ?Uf-t (an) TRIP.:

When a running boiler feed pump trips and there is a
delay in automatie starting of standbyfeed pum due to any
reason, pressure of primary he at transport system goes up,
due to lass of coo11ng in preheat leg of the boiler even
though sufficient water is available in boiler drum. This
increase in pressure of the pri~ry heat transport system
causes reactor trip. Fast power reduction of reactcr
(Reactor Set Back) is being considered so that cooling due
to reduction in p~er ccmpensates for lass of c001ing 1n
preheat leg of the boiler and reactor tripis avoided. Thus
operator can concent.rat.e his at.tention on rest.art of boiler
feed pumps. Evn if generation outage becomes eminent.,
reactor can be kept. operating at 10W p~'ler by small BFP,
st.eam press ure and condenser vacuum can be maintained, t.hus .
narrowing down the area of work for the operat.or and helping
quck restart .

5. o. DISTURBAJ'lE ANALYSIS:

It 1s very important that. during a disturbance the
operator is able to identify the cause fram t.he effect.
Modifications/additions done to augment informt.ion t.o t.he
operator so that he is in a better position t.o identify t.he
cause from the effect.. are described in the followinq
paraqraphs .

5.1. REORDING .~NmcI.~TOR:

Original recording annunciator prints out sequenoe of
events during a dist.urbance with t.L~ when each event t.ook
p1ace. It. has been of great help, and has been extended t.o
1nclude more input.s. In addit.ion t.o t.his contact input
device, need was felt for analog values for ,various imortant
parameters, during a disturbance. This need was met. by
additional disturbance recorder.

5.2. DISTURANCE R:ÐORDE.qi

A microprocesser based disturbance recorder has been
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installed to print out process parameter values during a
disturbance. Since this data is helpful in analysis of the
incident and the information is not reuired for operations
during the disturbance, th is equlp~ent has been located in
control equipment room.

The analyser scans 20 analog voltage inputs. The
inputs are sampled evei: second, the voltage values are convert-
ed into actual engineering units and store in the
predisturbance memory. This predlsturbance me has
sufficient capacity to store da ta collected for aperiod of
fi ve minutes. The scanning and storage of data 15 cont.inuous.
When the predisturba nce memory is full, space is created f or
the fresh val ues, by dropping the oldest val ues. Thus, at any
instant, the predisturbance memory contains the data for the
last five minutes. Contact in?uts indicating disturbance
have been wired to trigger the analyser. The triggering can
also be done by the oprator. When triggered, the
predisturbance memory is frozen and system enters the
after Scan mode. Now the values are stored in the post-
disturbance memory. Post-disturbance da ta is also sampled
every second and continues for 5 minutes. Then the system
enters in the output mode. The data store in the memory for
aperiod of ten minutes are printed out on the console
printer. .~fter all the values are printed out the system
automatically returns to predisturbance mode. If printeris
not ready due to inadequate paper or any such reason, the
printer ready siiitch can be put in unòt ready" position
and printing is suspended without any lass of data. Printing
is .r ured, wen printer is ready.

Aseparate disturbance analyser has ben proposed
for electrical systems..

5 .3 . CO!'l'lEi~S IONAL RZCOKDER:

Chart speed of con'f,entional recorders is one inch
per heure Therefore, their utility is limited as sequence
of fast changing parameters cannot be identif ied. Important
parameters were connected to a fast speed, narrow range
recorder. 'le operator can select a parameter for recoring
on this recorder to get trend of the parameter more precisely.
Feasibility study is on hand to increase the speed of all
conventional recorders, during a disturbance.

6.0. OATA HJLING SYSTEM:

Suitable data acquisitionand processing systems help
operator in getting quick, concurrent and comrehensive
information aoout the status of nuclear powr plant, which
is very Lmportant for taking operational decisions during
normal as well as abnormal operating situations. Originally
a data logger was provided to print out process parameter
data and alarm. However additional data handling and .
c,::puter systems were added later .: :. for channel activity
monitoring system and channel temprature monitoring system.
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Because of the large amount of data involved, collection and
procéssing of data for. each channel of reactor was very time
consuming. Insta ilation of data handling and eomputation
systems has been a great advantage to the operator.

6.1. FAILID roZL DATA SYSTEM:

The system is meant for detecting failed fuel hy
monit.oring !~he delayed neutron activity level due -:..': fission
products in the reactor coolant. The system takes pulse
inputs fram Boron Trifluor1de (BF3) detectors, and gives
output pr1nted on a paper tape either on demand by oprator
or under alarm cond1 tions. The output of the BF3 deteetors.
are connected to the input of count rate meter (CRM) units
which give output in term of oe voltages proportional to
the rate of inp1Jt pulses. These voltages are fad to DATA
acquisition (DA) unit and Data Display (00) unit. 'ne DA.
unit qoes on scanning the input. voltages sequentially. The
output voltage of channel under scan 1s also compared with
limits, preset for high and low alarm. Tf the voltage i5
found to cross the set limits, corresponding alarm lamp
comes ON and printing cycle is init1ated.

6.2. CH.~NNEL TE~PERTUR MONTTORING COMPUTER:

The ccruter ta~es vcltage input fran resistance .
temperature åetector network for 3C6 ehannels of the reactor.
Output printers g1ve complete data, trend for selected channels
and average temperatures . Important process parameters are
also connected for computation of reaetor power, individual
channel power and such other information as may be require
by the operator.

7. O. UPKEEP OF INSTRUMEr'JTS:

It is very important that reliability of displays and
handswitches, knabs etc. be maintained ver¡ high for. proPer
guidance of operator and execution of op~ational steps. The
instruents must be kept. in dust free and air eonditioned
atmosphere. This needs special effort 1n tropical countries
like India.

Clilt,...."ic control and preventi ve maintenance of the
instruments must be started right when the instruments are
received fram the vendors and be maintained throug
preinstallation storage and installation period .
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8.C. CON:LUSION:

Modif ications and additional dis?lavs and controls
provided at Rajasthan Atomic Power Station have been very
helpful to the operator. It has helped improve the availabilityof the unit and reliability of the safety systems. Built in
spares in panel space, cabling and wiring were very helpful
in effecting these modifications and additions. While
designing control and display panels of a nuclear power
station, sufficient spare space, wirinq, cablinq should be
provided to facilitate such imrovments, as oprational
experience builds up.

---
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1. Introduction

.An on-Une core performance evaiuation system is an important component

of power reactor piant recently.. It brings safe and efficient reactor operation
by supplying the detailed and useful information inside core immeadiately.such
as the power distribution, thermal operation limits and so on.

ATROPOS is the system developed for the 165 MWe FUGEN nuclear power

plant, which is a heavy-water moderated boiling-light-wa,tpr cooied pressure
tube type reactor, and developed by the Power Reactor and Nuclear Fuel
Development Corporation(PNC), Japan. The startup test of FUGEN was
performed on schedule during about a year from March, 1978, and the
commercial operation license of the piant was given by the government on
March, 1979. The usefulness of A TROPOS was also demonstrated through

the same period, and its validity was verified by the data of reactor physics
. measurements .

2. The outline of FUGEN core configuration

The core consists of the following components.

(1) Fuel assemblies ;
(i) 96 mixed oxide fuels (0.66 w / 0 Pu fissile + natural U) being loaded in the

center region of the core. .

(ii) 124 slightly enriched uranium oxide fueJs (1.5 w / 0 U235) being loaded

outside of the mixed oxide fuels.

(iti) 4 speciai te,st fuels ( 1.8 w / 0 U235) being located in the highest fast

flux region.
By loading the mixed oxide fuels, the coolant vòid reactivity coefficients

are kept in the vicinity of zero. The speciai test fuels are intended to supply
the test specimens exposed with higher fast neutrons than the pressure
tubes. These specimens will be tested periodically to estimate the ductility
loss of pressure tube materials.

(2) Contro! rods ;
There are 49 control rods and four of them are reguiating rods driven

automatically according to the regionai power signaL. A 11 contròl rods are

inserted from top of the core and their axial positions can be controlled
continuously.

(3) In-core neutron monitors

(i) 4 start-up monitors (SUM)

(ii) 6 power-up monitors (PUM)

(iti) 64 loca! power monitors (LPM) being located at 4 axial po:sitions in 16
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radial strings.

(iv) 2 power calibration monitors (PCM) being traversed inside the LPM

strings.
LPMs are used for estimating the power distribution, and they are caHbrated

by PCMs, twice a month, usually.

(4) Liquid poison

Boric acid poison is dissolved in ttie heavy water moderator and utilized
to compensate for burnup reactivity loss. By regulating the condehtration of

boron-10, power can be raised within the restricted rates.
The core configuration of FUGEN is shown in Fig. 1.

3. The main characteristics of ATROPOS
There are two main distinctive methods for estimating the power distribution,

in generai.' One is characterized by direct use of in-core neutron monitors

readings, the other is done by simulator with no use of monitors. Their main
features can be saidas follows,

(1) Monitor base method ;
The time required for estimation is shorter, but it is almost impossible

to furnish a system with predictiv~ functions. The moreaccurate estimation
needs the more monitors and the failure of them affects the results seriously.

(2) Simuiator base method ;
A system can be furnished with predictive funetions. The time for

estimation depends on the simulator ado pted, the more detailed simulator

takes the longer time. Generally , it is difficult to select a s uitable simulator.
In A TROPOS, aiming to take up the above merits, it makes use of both

simulator and monitors. As a simulator, one-group coarse-mesh neutron
baiancing program like FLARE was selected. In heavy water reactor, the
Iocal power depression caused by control rods is relatively small because of
longer migration area, theref ore a simple simulator like this can be expected
to give a fairly good estimation results. The predictive functions included
in ATROPOS are summarized with other functions in Table 1. All these
functions can be requested any time by operators.

The computer system is composed of 48 K-words CPU, 768 K-words
magnetic drum,. aHne printer, a cathod ray tube, 4 type-writers and a

magnetic tape deck. It takes about 6 minutes to get new evaluation results.

4. Evaiuation methods of main functions

(1) Procedures of estimating the power distribution
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The 3-dimensional power distribution and thermal operation limits are
evaluated according to the following procedures.

(a) Calculate the 3D power distribution by simuiator

(b) Estimate neutron flux at LPMs points from the results of (a)
(c) Take the differences of neutron flux between the estimated and the actual

values.
(d) Interpoiate them radially to the iocations where there are no LPMs.

(pseudö-strings)
(e) Fit them axially with 5 th order polynominai at each actual and pseudo-

string.
(f) Redistribute them to the power of each segment of the surrounded fuel

assemblies .

(g) Calculate the coolant flow rate of each fuel channel by making use of the

correlations between channel powers and flow rates.

(h) Estimate thermai operation limits (maximum linear heat generation rate,

MLHGR and minimum critical heat flux ratio, MCHFR)
In the above procedures, thermal-hydraulic treatments are based on the

full-scale mock-up experiments, for example ;

(i) The design formulas of pressure drops infuel channels were verified by

the data obtained at Component and Instrument Test Laboratory (CTL) of
PNC, and the correlations between power and flow rate ware given to
representative channels through the detailed thermal-hydraulic program
using the above f ormulas.

(ii) The burn-out he at flux of fuel ciadding was formuiated as a function of
bundie average steam quality by adjusiing the data obtained at Heat
Transfer Test Loop (HTL) of PNC.
The contents of power correction steps are summarized in F ig. 2.

(2) Prediction methods

T he object of predictive functions is to make reactor operators enable to
get anticipated grasp and judgment of the core conditions after the maneuvering
of control equipments. In view of quick response, some simplified models håve

been developed for them.

(i) Core thermal power prediction

Core thermai power' is prediçted by critical search calculation usingan

axial one-dimensional modeL This model has been derived from the horizontal
integration of the parameters such as transport kerneis, infinite multiplication
factors and neutron sources , as f ollows,
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In the above homogenizing process, the horizontal albedo is adjusted to
give the same eigenvalue as 3D model.

(ii) The power distribution prediction

Two different methods are installed in the ~ystem. The first is used for

monitoring the thermal operation limits around the specified control rod and the
second is for the overall power distribution in core.

In the first method, assuming that the range of the perturbation of power
distribution due to control rod movement is limited in the small region, the power
distribution is solved i!l the local region( 6x 6 fuel assemblies ) around the
specified control rod with the boundary conditions unperturbed.

In the second method, the whole core calculation is performed by the
simulator but the change of the coolant void distribution is neglected in the
calculation because of its small reactivity.

5. Verification results

(1) Estimation error of the current status in-core.
(i) The~ower distribution

. The accuracy of the estimation was evaluated by the differ~nces between
the actual PCM readings and the estimated values from the corrected power
distribution, this compa:iisonwas done at each power level 15, 25, 35, 50
75, 100% rated ,.power, whieh average fuel exposure was about 50, 100, 150,

250, 450 and 1300 MWD/T, respectively. The root mean square of the differences
at 240 points (15 strings x16 axial nodes) was less than 3% at any power levels.
Examples of the comparisons are shown in Flg. 3 .

(ü) The channel flow distribution

The flow rates of 18 fuel channels obtained by ATROPOS were compared
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with the measurements which were converted from the differential pressures
measured at their feeder pipings. The locations where the gauges are instaiied

are shown in F ig. 4, and the estimation errors are summarized in Fig.5 .
The discrepancies are small and it seems that they are within the experimental
errors.
(iii) The thermal operation limits

Their uncertainties at rated power were evaluated to be about 6 % from

the sensitivity coefficients and the standard deviations of the independent.
variables such as thermal hydraulic data, input constants and so on. The
relative power is also treated as an independent variable in the evaluation

because of the small coolant void reactivity. The error of the correlations

between channel power and flow rate is also included as a component. The
deviations used in the evaluation are 3% for power and 5% for flow rate.
(2) Prediction error

The changes of core status by maneuvering the regulating rod were
measured and compared with the predictions by ATROPOS.

(D C ore thermal powe~

The change of the power was measured by means of Total Power Monitor
,

which indicated the average value of all LPM readings. The measurement was
done within a few minutes to exclude the influence of xenon transient. The
discrepancies between the measurements and the predictions are quite small
as shown in Fig. 6. The prediction depends on the doppler reactivity

coefficient to be used, because the power coefficient of FUGEN is almost
equal to it.
(ii) Thermal operation limits around the specified rod

The actual values to be compared with the predictions were evaluated by
ATROPOS using LPM readings after the control rod insertion. The prediction
errors were less than 4% for the three different power levels. The axial
power distribution of the fuel assembly neighbouring the specified rod is plotted
in F ig. 7.

(iii) The whoie core power distribution

The actual values were obtained by the same way as the above. The
prediction errors excluding core peripherai segments were aböut 6% and slightly

large in comparison with- the above. This is caused by the present model that
LPM readings are not used ror the prediction. An improved method is now

under consideration which can include the monltor readings in the prediction.



- 77 -

6. Conclusions

Validity of FUGEN on-line core performance evaiuation system, ATROPOS,
was verified through the startup test. The main verification results are as
follows;
(1) The estimation error of the power distribution was less than 3% at any

power levels.

(2) The differences wereabout 4% between channel flow rate converted from

the measured pressure drop and thatestimated by A TROPOS.

(3) The uncertainties of the thermal operation limits were evaluated to be
about 6%.

(4) The core thermal power can be predicted accurately and the prediction

depends on the Dopper reactivity coefficient to be used.
(5) The prediction errors of the thermal operation limits were less than 4%

within the specified region.

(6) The whole core power distribution was predicted with about 6% error ~
excluding core peripherai segments.
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Table 1 Available Functions in ATROPOS

Function Contents

o Core thermal power after control rod or liquid

poison operation

o Power distribution after control rod operation
Prediction

~;/-.

o Liquid poison quantity to be regulated for

compensating reactivity for burn-up loss

o Shut down margin with one stuck rod

o Revision of the library data .for core performance

evaluation
Main tenance of

ATROPOS
o Data adjustment at refuelling

o Security data in magnetic tape for the break

down of drum
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Fig. 1 Core Configuration of FUGEN
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Fig. 4 The locations of the channel with the differential pressure gauge
. (No. 1 - 18)
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E; estimated flow rate
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Fig. 5 Comparisons of channeL. flow rates between the measured arid the
estimated values
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FIVE YERS OPER TIONAL EXERE:-JCE OF A MINI-COMPUTE BASEn AUroCONTRL SYSTD
.Qi IfE WINDSCÂLE ADVP..CEn GAS COOLEn mCWR

BI

B EAES
I C SMITH

Introduotion

~e prototype advaoed gas oooled reaotor at liindsoale has two 600 psi exeri-
mental loop faoilities. Faoh of the loops has its own independent ooolant system.
The power output of a fuel stringer loaded into one of these loops is determed
by the general level of the neutron flux in the reaotor. The tuel oladding
temperatues can however be independently oontrolled by altering the in-eore loop.
coolant tlow.

Figie 1 shows a sohemtio diagam of a loop ooolant oiroui t. iie flow of gas
through the loop i8 oontrolled by var the speed of the cirouator or by
adjusting the setting of the three-a. by-pass valve. iie temperatues of the tuel
pins being oontrolled are not meased direotly but have to be oalouated frm a
number of paameters. In some oases the oontrol temperature i tseii- ma be
speoif'ed as 8, fUotion of varous measured pareters. Some of the exeriments
loaded into these loops have ooils eontainng Helium3 ga wrapped ard the
fuel stringer. :B altering the pressue of the Helium3 in the ooils, 8, vaing
degree of neutron flu. absorption oan be obtained. Suoh experimental rigs are
used to stuct the ability of' tuel pin to wi tbatand reguar power cyoling.

Beoase eaoh new exeriment requres 8, difflient set of oaouations to be pro
gramed !nto the auto-ontroller i t was deoided to usa an auto-ontrol system
based on a mini-oomputer. In order to ease the job of re-program; ng for each.
new set of calouations that pa of the softare was implemented in .BIC. The
soaring routines and other routines controllin the interfaoes to the ao'tators
were wri tten in assembler langue and were not desigied to be modif'ed between

exeriments.

Data frm the two exerimental loop faoili ties is also fed into asepaate mi-
computer based data logging and alar system which serves the whole reaotor sytem.
For ultimate safety proteotion the loops are 8,lso oonneoted into the oompletel
independent analogue reactor trip 8,stem.

Description of the auto-ontrol system

figue 2 shows a sohemtio diagam of the auto-ntrol system. Both loops are
independent~ oontrolled by a single mini-eomputer. Readigs 'are taken auto-
matioaly ofoutlet temperatues , in-pile f1ow, reaotor oontrol rod position eto
and fed into a PDP 11/20 mini-eomputer. A. total of 100 i tem of analogue data
per loop are soaned in under softare oontrol every 5 seoonds. 'Ie requred
oladdig temperatues are then evuated as a predetermined :tction of the
oalculated tuel pin ratings. The actual oladding temperatue at the oontrol posi-
tion is then evaluated trom measurements of ooolant temperatue and mas flow
using the appropriate vaues of heat trasfer ooeffioient end a:al flux
distribution. A: differenoe between the aetal end the requred oladdig
temperatue is then used as an errr signal to inorease or deoreae the in-ere
loop mass flow.

Beoause the details ofthe caoulations var from exeriment to exeriment the
mini-omputer was not oompletely programed in assembler language to perforn a
fi::ed dtty but was designed to be parly programed in the simple high level
language BASIC. This enabled loop operators to oonstruot end modif, the
oaloulations wi thin the control pronam wi thout necessarily havi%l a deep
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understanding of the PDP 11 computer.

The deoision 100 provide a high level language for control puroses in order 100
ease the task of the operators had however some disadvantages. The oomputer
core size was significantly larger than wouId have been requred for a fixed
duty oontrol system programed entirely in assembler. Also beoause BASIC is an
interpretive langue and in effect compiles as it rus there is an additional
time overhead. 'lically a BASIC program is a faotor of 20 slower than the
equivalent oompiled FORTRA progra. Ths reduotion in exeoutio~ speed oould
prove an embarrassment in system ni th fast response times. However the taoili tie8
described here have high therm oapaci ties end large inertias and response times
are relatively slow. Futhemore a oompletel sepaate and independent analogue
reactor trip system provides ultimte protection againat fast transients.

The software paokage used was based on Dec 1 100 8 user BASIC( 1). In order 100

make the 1a.guage su tab1 e tor aut9~on 101'1 app1ioations additional f'ctions
ware added to the standad packaet2). Withi the auto-ontroller the time-
shaed BASIC packae supports three par i tions, one for the oontrol of eaoh loop
and one to monitor the other two. Hiing completely separately and cheoked by
a clock driven timer routine, a soanin routine continuously scans 200 analogue
points into tixed locations in the computer memor.. The most rece:t data
continuously overwite the previous data.

The system has two digital val tmeters. Wi th the flll 200 points being soaned and
both digital valtmeters workig a whole scan is comp1eted in 4 seconds. When only
one DVM is serviceable, the scaning rate haves. In order 100 keep the soazing
rate approrimately constant for the auto-oontrol algorithm, selected points aré.
scaned twioe in the sequenoe when only one DV is workig thu mataing an
update intervl of four 100 five seconds tor these points.

Wi thi a BASIC par i tion, a cal 100 access. data from an analogue point causes the
data ouently avalable in memory 100 be retuned to the prògram wi thout
effecting the data scain in an wa:. Ni thin the two auto-ntrol slots
substantial software proteotion ha been inoorporated whioh essentially grps
one blook ot 100 analogue points- a vave oontroller and a cirouator speed
oontroller together as being all associated wi th one pariouar loop end allOWB
acoess only 100 one loop per par i tion. The moDi tor parition has aocess to date.
from both loops but is proteoted from ini tiatin oontrol aotions.

All 200 i tems of analogue data are also soaned by the genera reaotor data loggin
system. (3) '!is system uses two PD? 11/20 data prooessors. ODe of the processors
is used tor essential operational and experimental fUctions includig alar
scaing for which continui ty must be giranteed. A seoond iden~:ical data
prooessor i8 used for operational end exerimental computation whioh while still
important 100 the niing of the plant can be interrupted in theevent of the
breakdown of the first essential prooessor. - Ths second prooessor providesthe

guarteed availabili ty of an ala. soanng faoili ty by takg over frm the
first prooessor in the event ot i ts failing.

Both prooessors have a disk baokig store. The first prooessor wri tes all the
sca.ed data onto i ts ow. disk. 1.coess 100 this data oan be obtained by users ot
the seoond processor. 'le second prooessor rus under the DlO muti-user time-
sbaing BASIC system RSTS. Prgrams wri tten in BASIC by the operators provide
computed information on the state of the plant whioh is displased on video un ts
mounted in vaious oontrol panels in the reactor control room. l!ch of the 600
psi exerimental loops is an independent user in the RSTS system and each has a.
video displ~ unt mounted in it8 control panel. In a.ddition to the programble
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displ~s the video uni t can also be swi tched to d.spl~ the latest alar
messages sent out by the first alarscaning mini-eom¡:uter.

Fially as a third swi tchabl e option, the monitor program in the auto-ontroller
provides computed informtion for display on the video screen. While the auto-
controller is controlling the mass flow, information i8 displayed givig the
currently calcuated vaues of oladdig temperature that the auto controller is
UBing as weIl aB the ouent deviation from the caculated demaded temperature
etc. Because the oontrol temperatues are not directl, measued,ir the auto-
oontroller were to trip out for ar reaBon other tha oomputer failure, or if'
the operator were to deoide to take over control maually, caloulated oontrol
temperatueB ere displaed on the video screen in both the auto and maua mode.
This provides drivig information for the operator updated ever 5 seconds. If
the auto-ontrol oomputer i tself fails then the operator has still got available
via the selector swi tch oomputed drivig informtion provided b. the second reaotor
d.ta loggin computer. iis driVig informtion is onl updated every 30 seconds.
Thus computer failures leadto a gradua dègradation in the updating f'equenoy of
the driving information available to the operator.

Interface design details

A specialiy designed auto/maal interfaoe is provided to transfer control of' the
ooolant fiow in the loop frm the operator to the oomputer and vios versa. In
order to ensue that oontrol 1s haded back to the operator if the oomputer system
should fail, the interfaoe is an inter-aotive devioe whioh rems e¡i tohed to
the AUT state only if i t is repeatedl and correctly addressed by the prooessor
between oertain limts of time. ~ese limits are set at 1 seoond end 20 seoonds
so that an otherwise undeteoted oomputer failure will alar and retu control
to maual wi thi 20 seconds. If the oontrol program ruing in the oomputer .
deteots a faut it switohes oontrol to manual immediately by makil1g use of the
lower time limitand addressii the interface twioe in rapid suooession. On
failure of the mains supply to the. computer the interfaoe will immediately swi tch.
to the manual state.

To had over control of the loop to the computer oontrol system, the operator
presses and releases an AUTO REQUEST button on the oontrol panel whioh then lights
up. The oontrol program ruin in the computer whioh is wri tten to be 1001åg .
for the AUT REUæT signal will then switoh the interfaoe tò AUTO, switoh on the
AUTO light, swi toh off the IiAL and AUTO REQUET lights and take over control
of the loop. This positive had.hake prooedure ensures that if' errneously a
oontrol program is not nuing in the computer or oontains mistakes in the had-
over routine then oontrol will rem on manua and the AUT !EtnT light will
go out after 20 seoonds. The operator oan of oourse at an time take over oontrol
of the loop by pressing the lt1AAL button whioh effeots an imediate and bupless
transfer to maual control.
The interface for the by-pass valve controller 1S in two pars. One part is
housed in the interface box on the oomputer and the other pat is housed in a
box mounted on the loop panel. In the AUTO state, data is transferred serially
between the two pars of the interface so thai; in the event of' computer failure
the va ve will matain i ts last requested position. A sequence of pulses
increment or decrement a 1O-bi t reversible oounter which holds the digital
equivalent of the ourrent which is sant to the valve positioner. 'Ie, same
counter is used in both autp-control and manua operation so that bupless
transfer is achieved between the two modes.

'Ie serial transmission to the panel part of the interfaoe inoorprates a parity
oheck. No movement of the val ve is ini tiated until the pari t, has been ohecked.
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as correct. If an error is detected then WO further attempts are made to transmit
correctly b efore setting an error bit. If the pari ty check reveals no error then
the valve moves to its new position at a rate set by the auto-cntrol program.

Chages in circuator speed when under auto-ontrol are effected by the closue
of contacts. The contacts energise a rel~ whioh in tu drives a motorised
potentiometer supplying the demded speed signal to a serv 8,stem. Tb ohage
oirculator speeds when the system is on manual, the same oontaots are energised
by the operator holdig over a oiroator speed oontrol swi toh in ei ther the rase
or the lower position. On releasing the svi tob the 8,stem reveris to a stat3 where
nei ther the raiâe nor the lower contaots are energised. Th, as in the oasa of
the vave position oontroller, oompletely bumpless transfer is aohieved between
AUTO and MAAL modes of operation and in the event of computer failure, the
cirouator oontinues to ru at i ts last demaded speed.

Tc proteot all interfaoes on the 100p panel from a 10ss of eleetrioa supply, two
sets of power supplies are provided eaoh of whioh is oapable of supp1ying the
total power requirement. Eaoh cf the WO power supplies is fed frm aseparate
guarteed supply

Dual aetuator oontral algori thm

Figue 3 shows the oombined valve and cire11ator oharaoteristies for the loop
ooolant circu t. Clearly. at maxmu oiroulator speed the fUl range of mass flow
can be covered by adjstment of the three w~ by-pass vave. However if the
val ve is allowed to reaoh the limits of i ts travel i twill tend to stiok and
smooth contral will be impossible. Thus in order to oover tha maxmu range in
loop mas flow use mut be made of both oontrol devioes. In addition tigure 3
shows tiit the line representing the maxmu power the. cirauator ean safely
produce :frther reduoes the available operating region. T'ne contral algorithm
should theretore be such a. to drive the loop from minimu to mamu mas floW
along a line such as the one illustrated.

In order to aoheve this the circuator speed end valve position should ideally
always be related by the line shown in figue 4. So as to avoid two control
loopa competing agst each other the computer a.djusts only one aotutor at a
time. By cheokg the val ve position and cirouator speed i t deteres whether
the combination is above or below the ideal line. If above the line inereases in
mass f10w are made by opening the valve and decreases by reduoing the circator
speed. Conversely if below the line inoreases in mas flow are mae by increa.ing
the circula.tor speed and deoreases by olosin the valve. Thus control actions
alw~s lead towards convergenee onto the chosen line.

Should the operator seleet to go onto auto-oontrol with the valve position and
l,.

cireuatòr speed ma.rkedl displaced fram the line the auto oontroller will swi toh
out i ts norml dea.d band and use the random noise in the system to drive the
actuators slowly in towards the ohosen line. As soon as the two paramrS'
si tuated sufficiently near to the line the dead band is reinstated and the smal
noiae driven movements of the aotuators bal ted.

Plant commssioning

'Ie construotion programe was arrangedi so tha.t both the loop plant and auto-
control system should be completed aid oomponent tested at the same time.

This ellowed the parameter soaning hadware and auto-ontrol prooessor to be used
in the role of a. oommssioning data logger during the general plant commsaionin
testa.
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The choice of BASIC as the system language allowed fletbili ty, though the ability
to make rapid "0n line" modifications to the data logging programes.

Simu taneous collection end reduction of data gave gudace on the next reqnired
exerimental settings when plant chacteristics were being derived.

It was therefore possible to use the most economical route to gi ve adequte oover
of ~ oharacteristics minimisin an interference wi th reactor operation, end to
obtai them immediately in a form whch was non-dmensionalised wi th respect to
temperatue end pressue. Consequently tight control of the latter vaiables was
not essential and norml oontrol manpower requrements were found adequate for the
tests.
A good exple cf the improvement in experimental teohqua is given by oonsidering
the combined loop-irouator ohaaoteristios (figua 5 ).

Previously auoh chaaoteristics had been obtained by adjustin the ciroui t
resistance and setting the oirouator to aseries of standad speeds so that the
mass flow/pressue drp rela.tionship along a siile "load line" was obtaied.
This was repeated for aseries of such 'load lines'.

Inevi tably pressues end temperatures varied, sometimes very signifioantly, due to
suoh thigs e. ohaging reaotor operation during tlia progress of the tests. ~e
resul t wi th the form of presentation chosen (figue 5), was an accuate defin! tion
of aseries of arbitrar "load lines" and a poor definition of lines of non-dimensional oirouator speed N~ .
Using the autocontroller in i ts comm1ssioni role the loop oircuator speed end
resistanoe (via maual isolation valves) ware oontrolled wi th the VD giving
oontinuoua indication of ''non dimensional" mass flow - wlTp, and speed - N1Æ
It was in this maier possible to define aoourately and eoonomioally lines of
oonstant N,/ whioh were cf more value tha arbi trar load lines.

Iling the whole series of plant definition tests logging and data reduotion ma-
power requrements were reduoed and the time to oar them out oonsiderably
shortened, minimising interferenoe wi th the operating programe of the reaotor.

Wi th two shirt workig by rotas of one operating end two oommssioning team
members aseries of 13 soheduled investigations on one loop were oompleted ovar
21 ~s of testing.

Plant supply system, pressue control system, norml and emergency oooling sytem
and satety system were tested together wi th the oombined loop-iroulator-ontrol
valve ohaaoteristios. In addition to these a oontractual aoceptanoe test on the
loop ciroulator was made in the presence of manufacturers representati ves.

The software for this phase of oommssioning oonsisted of 6 basio logging progres
which were moditied "on line" to me at the needs of a speoifio test schedula or

an new test objeotives as they arsa.

Plant modifioations in tha form of a by-pass oiroui t resistance orifioe plate,
and new trims for the 3 way oontrol valve, were underta.en during tha tests in;an
attempt to bring the oombined oirolator speed and oontrol vave ohacteristioB
(figue 3) as olose to those assued in design as possible.

From the final experimental form of figue 3 i t was possible to speoi:f the prelimi-

nar practical oontral algori thm which would matoh up to design intent.
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Auto oontral oommssionin5

Preliminar tests on the auto control system were mae wi th an empt. loop in which
the flow resista."lce of a tuel striner was simuated by parial eloSUe of maual
isolation valves in the in-reaetor eircu t.

Combined experimental oontrol and loggin were acheved by riing an experimental
auto-entrol programe in one computer slot whilst simu taneously rung a data
logging programe in a second. Both programes were in BASIC.

Thein! ~ial auto control prograes were wri tten to demd chanes in mass flow
by continuous ramping, limited ramping er step ohange, using in tu the control
valve and the oiroator speed as single parameter control.

Optimisation of oontrol response and adjustment to control algori thm, were ail
oaried out "on 1ina".

Tbe process was repeated using two parameter oontrol, and the final optimised
system tested by imposing exernal¡¡ app1ied mass flow pertbations.

Ths initial "empty loop" phe was comp1eted in 5 das of testing and resu ted in
the development of a prelimi. control progre su table for use wi th a tuel
stringer in the loop using outlet gas temperatue feedback.

The objeotive of the nex series of tests, with a stringer in the 100p, was to
adjust the gan terms in the oontrol programe to allow for the additional lag
involved in using these gas teiperatues.

As before, logging and operating progres were used in parallel being. subjected
to more o10sely oontrolled "on linetrmodifications. All loop safety systems were.
f'ly operati va and the auto oontrol programe was provided wi th routines which
"trze" auto contro1 operation if parameters moved outside perm tted magis.

Frm the ga temperatu., in oonjunotion with other parameters, expected vaues
of inmu sufaoe temperatue on the :fel elements were calcuated.

'ls latter parameter was used as the control set point and, as in the empty loop
programe, raps and step c.ges in demad were made by an anexe to the control
programe which exeroised both sinle and two parameter oontrol.

Tbe operational control programe was continuously updated so that at the end
of the test series an optimised version was in exstenoe.

Ths wa.s then tested by erlernal ohanges in pareters BUoh as mas fiow and
overall reaotor power.

'Considerable testing bad been done on the loop/stringer combination, using the
a.uto-ontroller in i ts date. logger ro1e l before these final auto control tests
commenoed. They were then oompleted on a three-hift basis over aperiod .of

5 d~s.

Operational exerience

IUring the ealy stages of opera.tion i t was found tha.t aerodyo vibrations'
induced in the loop were causing a long period preoessional movement of the
stringers wi thi the loop. 'Is movement was induced by "ratchetting" contact
bet'Woen the vibrating loop tube and stringer. .
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The outlet gas temperatues of the stringer sensed by control thermocouples
oscillated wi th the same period as this movamentdue to gas stratifioation
wi thin the stringer and there was only a slight osoillation in the mass !low.
The mean outlet temperature remained relatively oonstant.

The oontroller had not been dasigned to cope wi th such a phenomenon, and oould
therefore do nothig about removing the osoillations. However i t was found that
th~ only occued over a relati vely smal region of the ioop/vai ve/cirouator
characteristics, snd by a smal alteration to the amount of cooler used in the
oircui t i t was possiblé to ¡nove operation out of the cri tical zone.

Dug suoh an unstable period the deri ved temperatue error would intermittent¡y
go out of range and oause an auto/maual trip. However re-eleotion of auto
would permit a prolonged period of operation before the error oaused & fuher
trip end the operators oould take longer term meases t by use of the loop cooler,
to avoid the problem.

After a ori tioal "shaedoim" period the oontroller settled into a steady pattern
of operation. ~ical statistios for the perod covering the last wo year are

appended onTable 1 and Table 2, for both loops under oontrol of the system.

Tale 1 shows details reflecting the reliabili ty of the system.. It will be noted
that the utilisation is at a very satisfaotory level havig a meen vaue of 94.25%
for both loops.

'1e number of trips f'm auto to maua appea to be qu te large. However most,'
of these ware onl associated \d th very short cutages, the operator havig
re-eleoted auto after having asoertaied the reason for the trip and having
alerted the relevat plant servce seotion to the cause.

Xuing the period before the fault could be oleared, futhar auto/maual trips
ware accepted and the system re-et.

Tha longest outage is recorded in '~he table. Ths period of 245 hour was oaused
by a "fleeting" hadware fault in the CP.

Table 2 oontais a breakdown of the auto/maal trips into categories' tyified by
various faulte.

The flow oscillation phenomenon mentioned previously is responsible in both loops'
for a large number of trips of very short durtion.

A taher reguar cause is trasducer faults. . Ths was agai associated vi th
rela.tively short outages once the ~ffending tranducer had been identified.

Loop plant faults are associated wi th such thigs as cireator speed control,
loop pressure oontrol etc. A large number of trips assigned to this categor,
on loop EP1 were due to an exci tation fault on the motor alternator of that loop.
Again the outage was not large as trips were accepted afer the fault had been
recognised and until i t 'Was rectified.

It will be seen that faults in the auto control s,stem i tseir are relatively few
in occuence.

T.e apparently larger number of these faults on loop BP are due to i ts having
been in operation for app:rotimately twice as long as loop EP1.

For ea.h loop the frequency of ocouence of these trips is approximately one per
month.
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The fauts have been almost eiolusively hadware originated end with the eiception
of the 10 ~ outage already commented upon have been foud and aued in aperiod
of a few hours.
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TALE 1

OPERTIONAL STATISTICS FUR 2 YRS :rDING SEPTnffER 1979

Loop HP1 Loop HP2

Pereent time wi th loop
contaiing fUel stringer 36.6% 18.0%
at power

Auto control system
94.9% 93.6%utilisation

Total no of trips 'auto' 192 194
to 'maual'

Langest sinle period
245 hr 1 min 245 h. 45 mion 'manua'

Average time on 'maal t
per trip (exeludig 27.3 3 hr 22 mi
longest period above)

TALE 2

BREA.xX)l'l OF AU'rMANUAL TRPS
IHm FAULT CATERIES

Loop HP1 Loop BP2

~e of fault
No of Percent No ot Percent
trips of total trips ot total

Transducer fault 31 16.1% 65 33.5%

Loop plant fauts 57 29.7% 3 1.6%

Auto control s,stem faults 12 6.3% 27 13.9%

F.ow oscillation 69 35.9% 60 30.2%

Uni dentifi ed 23 12% 39 20.1%
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INTRODUCTION
From the beginning of commercial use of nuclear power, the process com-

puter has been used for the purpose of plant control and performance
moni toring. But, recent improvements of computer technology have led to
apply the computer to the area of operator i s aid more widely.
Toshiba as a nuclear plant and computer supplier, is acting this area

also, and has recently established the hierarchical computer complex in
BWR plant ~ 1 ~ . This paper describes following three systems which are
effective to reduce operator' s burden.
Most popular application for this area will be the display system with

colour CRT techniques. PODIA~ (Plant Operation by Displayed Information
.and Automation) system which has been developed by Toshiba is a typical
one of this application. Currently, we are reviewing this PODIA system
for the use of opera tor · 5 guide even in abnormal occurence.
Computer application to plant diagnosis is another one of recent inter-

este The earliest abnormality detection and prompt countermeasure against
failure development into a large scale accident are of greatest importance
for nuclear plant safety. The data base computer and high speed 1/0 system
can analyze a large numer of plant noise signals which contains information
of earliest abnormal i ty of plant systems and equipments.
Load following operation of nuclear power plant seems to be areal neces-

si ty in near future. Even though BWR plant can control its power easily
with recirculation flow rate change, the consideration should be given to
Xenon transient and reactor status such as fuel burn-up, power distribution
and control rod pattern. T9 assist plant operation. in load following oper-
ation, mini-computer system and a ~-computer based automatic reactor power
regulation system has been developed.
Though process computer including ~-processor are applied as apart of

controller such as safety, power generation control and data transmission
function. As described above, the properly designed process computer
systems can greatly reduce the operator' s burden and increase plant relia-
bility.

NEW CENTRALIZED SUPERVISORYAND CONTR0L SYSTEM
In BWR power plant, all of the plant operations including plant start-up,

shutdown, normal operation and anomalous operation can be performed from
the central control room. According to the increase of the unit capacity
and the trend of controls and monitors ceptralization, control and monitor
devices on the €entrol panels are increasing in numer. Consequently
operations of the plant has become sophisticated and burden to the oper-
ator has been increased.
Since BWR power plant control system is designed so that it provides the

capabili ty of plant operation from the central control room, a large numer
of control and supervisory devices are mounted on control panels.
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CONCEPT OF PODIA~2~
The supervisory and control àevices on the conventional, control bench

boards have been evoluted from many functional viewpoints i frequency of
operation, response time required, op~ating timing in the plant operation
state, human engineering aspects and etc. Consequently a more efficient,
coodinated supervisory and control can be attained with the PODIA system,
which is based on the recent process computer and colour graphic CRT tech-
niques. The PODIA system configuration is as follows:
(l) APODIA operator console, which houses the control devices and colour

graphic CRT displays required for normal operation of the plant, en-
ables operator normal operation with compact panel. (size reduction
is about one third)

(2) Nuclear Steam Supply System (NSSS) Auxiliary and Balance of Plant (BOP)
Auxiliary bench board provide wi th control devices and supervisory
instr~~ents requiring no quick actions such as preparation of plant
start-up operation and surveillance tests during operation.

(3) Emergency Core Cooling System bench board contains the controls and
instruments for engineered safeguard systems.

(4) Supervisor Monitoring Ccnsole provides the colour graphic CRT dis~
plays for the shift supervisor to monitor of the plant operation
without disturbing operator i s action.

(5) Process Computer System performs plant supervisory anà control, re-
actor core performance calculation and process variables display on
the colour CRTs. Figure 1 shows the PODIA operator consóle.

ADVANC~D ~~~J-)L~CHINE INTEP~ACE UTILIZING COLOUR GRAPHIC CRTS~ 3~

The plant informations to the operator have beer. centralized, integrated
and optimized in quantity and in quali ty utilizing high information pro-
cessing capabili ty of the process computer and high flexibili ty of the
colour graphic CRT display. Figure 2 shows a schematic diagram of the
conventional control concept and Figure 3 shows the control concept with
the PODIA system. The process computer system and the colour CRT dis-
plays are assigned in information loop of plant operation as apart of
PODIA system. So that, reliability and availability of them are considered
as £ollows:
\l) The PODIA System Configuration

The PODIA system configuration, shown in Figure 4, consists of three
subsystems, the High Speed Display System (HSD), Supervisory and Con-
trol Subsystem and Reactor Moni toring and Management Subsystem lRM).
Each subsystem provides wi th redundant process computer system.

(2) Man-Machine Interface
Opt~~al man-machine interface has been achieved by considering human
engineering factors to make display formats and arrange the devices.
Selections of display format and assigned CRT display are easily done
by combination of two push button swi tches, and also provide the ca-
pabili ty of display format transfer from failed to any sound CRT.
Plant moni~ring status, plant automatic control state and reactor
core operation state can be easily readout through colour CRTs and
key boards. Figure 5 shows an example of colour CRT display formats.
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PLANT DIAGNOSTIC SYSTEM ~3?
Failure indication earliest abnormality detection and prompt counter-

measure against failure development into a larger scale accident are of
greatest i~portance for nuclear power plant safety and safeguards. More-
over, early failure detection works for integrity preservation and pre-
ventive maintenance, also contributing to plant availability improvement
and employee i s radiation exposure decrease owing to maintenance period and
expenditure reduction. On this vie~~oint, studies have been promoted, for
over ten years, on a noise analysis technique (fluctuation from steady
state plant paræneters) for failure early detection, mainly in experimental
reactors. Toshiba has enç3ged in reactor noise analysis and diagnosis tech-
nique development for years. Lately, Toshiba has completed reactor diag-
nosis system design, also conducting field tests in commercial nuclear
power plants. An outline of reactor noise .analysis technique and diagnosis
computer system is discussed here.
Nuclear power plant noise analysis and diagnosis intends abnormal con-

dition early detection, which couldn i t be performed by conventional instru~
mentation systems due to moderately aggravating properties of concern.
Figure 6 shows functional differences between them. Conventional systems
activate alarm or scram signals when safety operation limit is exceeded,
while reactor diagnosis system continuously monitors plant condi tion and
integri ty, based on data obtained from plant design, construction and 'oper-
ation after comissioning. This system can detect abnormal plant conditions
at the earliest stage and diagnose them, seeking countermeasures against
propagation and expansion of those adverse condi tions.

Such functions are implemented by the following procedure.
(l) Plant conditions are monitored by measuring plant parameters and

determining correlation among them.

(2) When plant parameters have changed, these are identifiedo
(3) Examination is made to determine whether or not abnormalities exist.
(4) Abnormality aggravation and extension are predicted beforehand.
(5) Countermeasures are presented for abnormal condi tion recovery and

removal. ~
Items (1) through (5) hold diagnosis basis. The previous discussion may

clarify that the diagnosis system differs from conventional systems in
emphasis placed on abnormali ty early detection and countermeasure determi-
nation. This system is compared to medical services. Conventional systems
operate in such a manner that likes to care (alarm) or hospitalization
(scram) directed to a patient who consults for an unusual health condition.
Meanwhile, the diagnosis system corresponds to regular health examination'
which is held wi th no regard to any particular consciousness of illness.

The following are purpose for äeveloping a diagnosis technique for nuclear
pOTÑer plants.
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(l) Plant availability improvement
Early abnormal i ty detection and prompt countermeasure enable failure

recovery at the earliest stage and maintenance per iod decrease. Well
planned maintenance will also improve plant availabili ties.

(2) Radiation exposure decrease
Since maintenance per iods are decreased and failures are recovered

be fore they reach a serious sta~, periods during radiation controlled
area operation and resulting radiation exposure are reduced.

(3) Continuous plant safety condition monitoring
Since plant condi ti on deviations from normal condi tions are continu-

ously moni tored, plant safety factor is always verified.

?~ACTOR DIAGNOSIS IMPLEVæNTATION METHOD
For conducting a diagnosis , much more detailed moni toring is needed than

in conventional systems.
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This requirement is a matter of fact, since abnormality detection and
identification must be performed be fore abnormalities become explicit.
Therefore, what kind of methods will be adopted for analyzing monitored

phenomena weighs greatly in diagnosis technique. The following are re-
quired for these techniques.

(1) Sensitively responding capability+leading to early detection.
(2) Capability of providing for information regarding plant parameters

and corre~atio~ among them+lead~ng to timely problem identification.
Toshiba has conducted reactor noise analysis research and development as

a promising method for meeting these requirements.
Figure 7 shows the noise analysis and diagnosis methode This noise an-

alysis is organized with frequency and/or time domain analysis of plant
parameter fluctuation (noise) for investigating and monitoring plant dy-
namic characteristics and conditions. Figure 6 shows a case for abnormality
indication of valve activation parts, wherein fluctuation varies greatly
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from that in normal conditions with remarkable large power spectrum densi-
ty shift. .Noise analysis method can be adopted, because the following two
properties are utilized, namely, fl uctua tion sensi ti vely responds to system
condi tion variation and information regarding plant parameters and corre-
lations among thern are obtained by analyzing crosscorrelations between
them.

Figure 8 sll~arizes noise analysis-and reactor diagnosis features.

REACTOR DIAGNOSIS SYST~M OUTLINE
(Reactor Diagnosis System functions and Monitoring Items)
Toshiba has studied a BWR reactor diagnosis method by a noise analysis

for over ten years and has investigated correlation between plant oper-
ational conditions and noise pattern properties from a huge amount of
accumulated noise data. This investigation clarified that reactor diag-
nosis technique by a noise analysis is effèctive for early abnormality
detection. In order to ascertain effectiveness in actual units., Toshiba
has designed and trially manufactured a reactor diagnosis mini-computer
system, shown in Figure 9. This system has the following functions.
(1) Plant par&~eters needed for plant diagnosis are collected and analysis

resul ts in particular periods are preserved.

(2) Collected data are complied and converted into power spectrum density,
correlation function, transfer function and so on for a comparison to
referencing patterns for diagnosis (power spectrum density, cross
correlation function and so on.). . "

(3) Diagnosis results are output on a teletypewriter ur C~T. In case an
abnormality is identified, the causes for abnormality are output.
However, if the causes cannot be determined, correlation between
abnormal condi tion and signal pattern is newly correlated for diag-
nosis fl1nction expansion.

.This system is organized with Toshiba developed mini computer, TOSBAC~
40D, as a primary uni t for reactor corè and control system diagnosis .
However, further functional ~nd diagnosis i tem expansions are possible.

Table 1 shows items that can be subjected to diagnosis. . For a reactor
core, in the first place, core reactivity stability causing power oscil-
iation, channel stability and in-core instrumentation tube vibration are
monìtored. Nhen reac~ivi ty stability and channel stabili ty become worse,
power oscillation resul ts, causing adverse effects on nuclear fuels.
This stabili ty monitoring 1s of greatest importance for this reason.

Second, as to controlling systems, pressure contröl system, feed water
control system and recirculation flow control system, controlling cha~-
acteristics and stabilities are monitored. Early abnormality detection
by monitoring these control systems can prevent a reactor from being
scrammed by the control system abnormal i ty.
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LOAD FOLLOWING OPERATION SYSTEM
. Load following operation of nuclear power plants seems to be areal ne-

cessity. in near future. The nuclear power generation in Japan has increased
such that its capacity exceeded LO% of the total grid power generating ca-
pacity¡ this proportion is larger at night than day time. According to a
current estimation, this proportion is expected to increase to about 50%
(at night) in 1985.
In order to maintain the flexibili ty and reliabili ty of electric power

supply under" such a situation, the need for the daily load following oper-
ation of nuclear power station will become much stronger.

Studies have been made .on load following operation feasibili ties of BWR
nuclear power stations under thorough cooperation between a Japanese utility
and the reactor power program controller has been developed to facilitate
~he automatic daily and weekly load following operation by recirculation
flow control.
The reactor management system~4~, which has been developed for the pur-

pose of more comprehensive and up-to-date analysis of the reactor operating
state and reliable prediction of reactor behavior, is expected to further
facilitate the BWR load following operation.

ASSESSMENT OF BWR LOAD FOL~OWTNG CAPABTLITY
For planning the daily load follov.¡ing operation such as l4 hours high

power operation at day time, 8 hours low power operation at night time
. and 1 ho ur transition period, an axial one dimensiona~ core transient
analysis model with Xenon and Iodine kinetics was developed. This model
is adequate to describe the gross core behavior following wi th the re-
circulation flow control and fission product change. It can also give an
approximate solution of core power distribution change due to the re-
circulation flow and xenon redistribution. In addition, it has an advan-
tàge of the ease of numerical calculation such that on-line predictional
calculations are possible with the usage of the current reactor operating
da ta as initial conditions and model parameters. This capability has been
shown to greatly increase the accuracy of the predictional calculation
compared with 3-D offllne calculation with less accurate. input data.
Figure 10 shows an exanitJ.e of the calculational results with the 1 - dimensiónal
model for a typical daily load following operation. From this results, it
is clear that the reactivity compensation for Xenon transient by recircu-
lation flow is significant in thefollowing two aspects ¡ the first is the
trajectory deviation from the allowable operating region in the power)core-
flow map shown in Figure ii and the second is the power distribution change
due to the Xenon transient effect which may cause the pellet-clad inter-
action failure of the fuel elements, if the preconditioned envelope exceed
during the transient.
Figure l2 shows an example of the power distribution change where the

curveQ) . shows the preconditioned envelópe, the curve (3, the in.itial power
distributior. and the curve G), the maximum power distribution envelope
during transient, the upper part of which is formed during high.power, high
flow, i. e., the larger Xenon poisoning period while the lower part is formed
during high power, low flow, i. e., the smaller Xenon poisoning period .

Analysis using the one dimensional model has been performed for. various
daily and weekry load patterns which have different high and low power levels,
different transition period and so on to assess the trajectory in the powerl
core-flow region and the extent of the necessary preconditioned envelope
expansion.
From theabove resul ts we can conclude that the certain daily and weekly

load following dOWTl to about 75% .rated power is possible solely by recircu-
lation flow control under adequate core management, i.e., preparation of
the necessary precondi tioned envelope and the control rod pattern.
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The system is constructed by the mini-computer TOSBAC CW- 40D and peripheral
and has the data link between the existing process computer for co re
performance calculation. So the system can utilize the data base on the
reactor core in the process computer. Nodal Xenon and Iodine densities
are periodically updated by the RMS. RMS utilizes the axial one dimensio-
nal core model mentioneà before for perdiction of reactor core behavior
under various maneuvers. Wnen the coe recirculation flow control is used,
this model is quite adequate to predict the three àimensional power change
P (x, y, z, t) by the following approximation

P(x,y,z,t) P*(z,t)= P(x,y,z,O) P*(z,O) (l)

where P* (z,t) is the solution of the axial one dìmensioned core model and

p (x, y , z, 0) is the known initial power distribution from the process com-
puter.

Figure l5 shows examples of this approximation where the resul ts of the
power distribution calculation by Eq. (1) for the fuel rodes accross -
horizontal lines at two axial line k=13 and 22 are compared with the exact
3 - Dirn. calculation. Fairly good agreement between the two is shown.
The R~S has. the function of iàentiIication for local power ãistribution

which uses the signals from LPRM (Local Power Range Moni tcr) string.
This function also uni lizes the axial one dimensional core model to inter-
polate and to extrapolate the signals from LPRM string to obtain local
power ãistribution around the LPRi1.

The application of RMS to load following operation is quite beneficial.
The first is the predictional capabili ty. Before the load following oper-
ation, PMS can simulate the core behavior under load foiiowing operation
:-?.seã upon the: r;""':"~!).-i st:;:te of the reactor co re . If same violat.ion of the
eperati~nal constraint wiii be pre6íë-ted, it ispossible to adjust the
load following pattern manually or even automatically. This prediction
can be performed for the preselected load pattern of RPPC as well as the
more general pattern, which adds the flexibility to the load following
operation by the RPPC.

The second is the mo~i toring capabili ty . . The RMS ~ s moni toring capa-
bili ty is faster and more comprehensi ve than the existing process com-
puter because of the RMS i S local nature of power distribution calculation
and more detailed preconditioned envelope management. The proximity of
the co re operating state to any constraint can be detected earlier and
necessary correcti ve actions such as power hold or power run back can
easily be implemented.
The integration of RPPC and RMS is apparently the next step of the

development for BWR load following operation.

0.9 . 1. 2 r ESTOMAC (l-Dimensional)
. . . . . DIFUSE (l-Dimensional)
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REACTOR POWER PROGRA CONTROLLER
To control the station electric power output, existing BWRs have the manu-

al load setter in the turbine speed/load controls and the manual flow
setter in the master controller of the recirculation flow control system.
In performing the daily load following operation as shown in Figurel~ oper-
ators must perform continuous adjustment of the manual load setter or the
manual flow setter not only during t~ transient period, but during con-
stant power period.
In order to automate these operations and to exactly control the generator

power, the reactor power program controller (RPPC) has been developed with
due consideration for readiness of its installation in constructed BWRs.
The block diagram of the system is shown in -Figure 13. It contains the

load pattern generator and performs the feedback control of the generator
power in accordance with the pre-selected load pattern. Its output is the
damand signal to the existing load setter in the. turbine speed/load controls.

In order to facilitate the operation, the system has the automatic ini~
tialization feature which enables the load reference, i.e., the load setter
motor to quickly coincide in position with the initial value of the generated
patte~n when the system starts operation. The raèe of change of the motor
position is l5%/min at this case. After initialization the rate of change
of the load sette~ is iimited within 30%/hour to avoid the unnecessary power
change in the load following ope~ation. . ..
The system is composed of the microprocessor based control unit, the oper-

ator console, the load pattern illustration panel, auxiliary relays and
isolation ~~plifiers. The photo of the RPPC is shown in Figure l4.
The control unit stores the preselected load patterns of daily and weekly.

Upon the request by the operator, the unit generates the operator selected
load pattern according to the internal timer signal. The ~~it continuously
monitors the reactor core, plant status and the functions .of the. uni t i tself ,
Ú.-'~n' ab~ormality is fo~~.d~- alanI-is generated and/or- autô-res'èt of the
F~PC function is taken place.

Major moni toring i tems are as follows:

(1) Monitoring of co re operational state by neutron flux signal and total
jet pump flow signal.
. The core operational state in the power/core-flow map is checked
against the allowable operational region.

(2) Moni toring of core operational constraint.
By communicating with the existing process computer, violation of

the precondi tioned envelope for each fuel node and of MCPR (Maximum
Cri tical Power Ratio) limit are monitores.

(3) Monitoring of the plant status.
Major transients by main plant components failure such as a trip

of arecirculation pump, a trip of a feedwater pump and so on, are
moni tored in order to prevent scram wi th auto-re setting by RPPC function.

(4) Self-diagnosis
Drive pulse cf load setter motor, analog input signals, generator

power output control function, power supply of the system ana the system
~us are rnoni tores by the control uni t.

APPLICATION OF REACTOR MANAGEMENT SYSTEM~ 5~
The Reactor Management System (RMS) has been developed and tested. The

objectives of this system are to. perform more comprehensive and up-to~date
analysis of current reactor stateand to enable reliable prediction of core
behavior under various maneuvers. The system first aimed at the operator
aid for PCIOMR (Pre-Conditioning Interim Operating Management Recomendations)
operation by mon~toring PCIOMR violation, accurate prediction of torget power
inPCIOMR operation and so on~i~. .
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CONCLUSION
After TMI-2 incident, human credit has been re-evaluated from the stand

point of operator error reduction.
One of the most important implernentation is speedy and complete moni-

toring of plant status during abnorma~ occurence. And automatic operator
action guide to prevent expanding the accident is also important.

Though, the systems described here have been developed be fore TMI-2

incident, some of TMI-2 Lessoned Learned are inv.olved. However, we stiii
continue to study improving these systems and developing new systems for
the implementation of TMI-2 Lessoned Léarned more completelly.
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ABSTRACT

A model survei 11 ance program i s presented based on regul atory experi-

ence. The program consists of three phases: Program Oel ineation, Oata

Acquistion and Oata Analysis. Each phase is described in terms of key

quality assurance elements and some current philosophies is the United

States Licensing Program. Other topics include the application of these

ideas to test equipment used in the surveillance progam and audits of

the established program.

. Program Oelineation discusses the establishment of administrative

controls for organization and the description of responsibilities using

the "Program Coordinator" concept, with assistance from Data Acquisition

and Analysis Teams. Ideas regarding frequency of surveillance testing

are also presented.

The Oata Acquisition Phase discusses various methods for acquiring data

including operator observations, test procedures, operator logs, and

computer output, for trending equipment performance.

The Oata Analysis Phase discusses the process for drawing conclusions

regarding component/equipment service life, proper application~ and

generic problems through the use of trend analysis and failure rate

data.
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A Model Surveillance Program Based on Regulatory Experience

R. J. Conte, U.S. Nuc1ear Regulatory Commission, King of Prussia, Pennsy1vania 19406

Introducti on

Plant survei11ance p1ays an important part in ensuring the safe operation

of a Nuc1ear Power Plant. The necessity for having re1îab1e components1

is two-fo1d. First, from a safety consideration, the techno10gy re1ies

on redundant dependab1 e equi pment to proper1y functi on when ca 11 ed upon

to mi ti gate ana 1yzed trans i ents. Second, from apower generati on

viewpoint, Plant Operators2 desire to maintain dependab1e equipment to

reduce the risk of sudden fai1ures requiring cost1y plant off-1ine time.

In the United States Licensing Program, 1icensee event reports3 indicate

that a majori ty of the events .are recorded as due to component fai 1 ure

and/or ma1functions. Further, survei11ance testing has been the primary

means of identifying component problems. This testing program is

heavi1y re1ied upon to judge the operability of equipment with respect

to 1icense conditions.

Presented herein are severa1 key Qua1ity Assurance aspects 1inked to a

mode 1 survei 11 ance program based on regu1 atory experi ence. Thi s type of

program s hou 1 d comp 1 ement a good qual i ty assurance program of des i gn,

constructi on and ma i ntenance( reference 3).

. 1 Inc1 uded in thi s term are groups of components/equi pment requi red to

function as a system.

2P1ant operators are taken to inc1ude upper management staff.

3The Background Section inc1udes a brief explanation of this system.
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Background

The United States Nuclear Regualtory Commission (USNRC) requires

periodic surveillance testing of safety components in Technical Speci-

fications (TS) which are appended to the licensee. These requirements

verify compliance with the TS Limiting Conditions for Operation (LCO).

The TS, which have been standardized, are specific wi.th respect to

frequency but in most cases they are general in terms of parameter

performance and how the test i s to be performed.

Survei 11 ance program requi rements incl udi n9 general test procedura 1

content are specified in an American National Standard (ANS) N18.7

(references 1 and 2) whi ch are frequently used in U. S. Li censee Qual i ty

Assurance Programs. These standards call for the following key elements:

schedules, procedures (along with format requirements), records, reporting

and evaluation of test results (reference 2).

The TS also require the reporting of abnormal events termed "Reportable

Occurrences" on a Licensee Event Report (LER) forms. A category of such

an event is failure to meet a TS LCO or Surveillance Requirement. The

form provides codes for computerization of pertinent information associ-

ated wi th the event. .

Another reporting system that has been recently establ i shed i s the

Nuclear Plant Reliability Data System (NPRDS). This is also a computer-

i zed system whi ch deals primari ly wi th the categori zati on of component

failures or malfunctions (reference 5).
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The two systems (LER and NPRD) are distinguishable as follows. The LER

System is mandatory from a regulatory viewpoint while the NPRD System is

vo 1 untary at thi s time. The NPRD System consi sts of a computeri zed

component data base from initial voluntary input reports along with

historical reports on component problems. The LER System is a file of

events which have placed systems in a degraded conditìon. These events

may be caused by human error, procedura 1 problems, or externa 1 causes

other than component fail ures.

Survei 11 ance Program - Genera 1

The key elements or phases of any surveillance program consist of

Program Del i neation, Data Acqui si ti on and Data Analysi s. The Program

Delineation includes the organization of personnel, associated duties/

responsibilities, software and hardware to be utilized in the data

acquisition and analysis phases. The Data Acquisition phase should

assure the proper collection of useful and reliable information without

degrading redundant operable components. Thekey phase, Data Analysis,

should assure the timely review and evaluation of data along with the

report i ng and dis semi na t ion of resu 1 ts .

Surveillance Program Delineation

The program description can easily be accomplished through the establish-

ment of a distinct written plant administrative control procedure. A

Nuclear Plant Surveillance Program is considered significant enough to

warrant its own administrative controls.
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The personnel (by job position) along with associated duties and

responsibilities needs to be specified in writing to avoid confusion.

Confusion may arise because the model program normally includesthe

utilization of a variety of personnel with technical expertise having

other direct line responsibilities.

A sample organization chart is provided in Figure 1. The ultimate

program responsibility lies with the Plant Superintendent but one

individual should be designated "Coordinator".with sole responsibilities

for program effecti veness. The coordi nator must interface wi th operati ons,

maintenance, technical support and quality assurance staffs. Certain

members may function on the data acquisition and analysis teams as welle

The data acquisition team should, in general, encompass operations

department personnel to assure proper test procedure implementation and

equipment operation. This does not preclude the use of other plant

personnel such as a plant chemist, however, the established adminis-

trative control should address,before hand, types of personnel to be

utilized in this effort.

The data analysis team relies on a combination of a variety of expertise.

As resources permit the analysis team should be comprised of core

personnel with project management experience and perhaps possessing a

specific area of expertise. Where several experts are involved in an

evaluation, the report should be the responsibility of adesignated lead

individual or project manager.
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Thecomplexity of a Nuclear Plant Surveil.lance ,Program dictates the use

óf detailed'schedules to ensure that the program is properly admin-

istered. Computer technology has been extremely useful in this area and

many U.S:.,l icensees have adopted this approach. In this aspect however,

experience has shown that appl ication of the computer is dependent on

the qual i ty of the computer programmi ng. Thi s vari abl e necess i tates

periodic auditing of the system to assure that schedules and information

are being properly implemented.

The specification of frequency for surveillance tests in the program

must have an adequate technical basis. Consideration needs to be given

to component testing on tao frequent an interval causing component

degrada t ion, wh i 1 e pro 1 onged i nterva 1 s between tes ts may not detect

failure or abnormal trends toward failure. Vendor recommendations are a

good starting point for initial program establishment, however, these

frequencies should be.subject to change depending on trend analysis

resu 1 ts or experi ence.

For these reasons, surveillance test frequencies should not be specified

as a licensee condition. The operator should have the flexibility (with

proper administrative controls) to adjust test intervals with experience.

Plans exist in the U.S. licensing program to remove surveillance require-

ments from the Technical Specifications, and permit operators to establish

these requirements in an IIQperationls Planll that would be subject to

approva 1 by the 1 i cens i ng authori ty. Subsequent changes coul d be made

to the program by the operator wi th reports of such changes to the

licensing authority on a periodic basis.
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Finally, the administrative controls should specify format and general

content of procedures used to impl ement the program (references 1 and

2). Along these lines, the specification of logistics for processing

completed procedures aides in the delineation of responsibilities (for

example, assuring completed procedures along with data is forwarded to a

member of the analysis team).

Data Acguisition

The Data Acquisition phase of the program can not be over emphasized

because the quality of data analysis is closely associated with the

qual ity of the data acquired which is representative of test conditions.

It i s imperative that the operators properly implement the estab 1 i shed

procedural controls. The most important aspect or this is the compli-

ance with license conditions during the test and the restoration of the

system/component to normal operation when the test is completed.

A good surveillance program also includes the data acquired às a result

of the normal review of plant operations and the use of shift logs.

This information is useful for trend analysis of significant normal

operati ng parameters.

A key element in the review of normal operations is the shift operator.

The shift operator is the first line of defense for detecting abnormal

component conditions. The operatoris duties should include a review of

recorded operational parameters (routine observations). These observa-

tions should be performed with a IIkeen eyell for off-normal conditions.

The use of the plant computer is important in this regard.
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Plant computer surveillance is imperative. An additional aide to the

operator could be a computer review of system status, such as a programnied

versus actua 1 va 1 ve 1 i neup campari san to detect abnormal 1 i neups (i. e. ,

flow path valves isolated). This function should be supplemented by

standard parameter alarm functions.

One assumption that has been made in this phase of the program is the

reliability of the instrumentation used to collect data. Reliability is

a function of proper calibration of the instrumentation with trace-

ability to primaryjnational standards (reference 6). As a minimum for

any test procedure, the serial number or designation of the test equip-

ment (i n -1 i ne or off -1 i ne) s hou 1 d be reeorded for traceabi 1 i ty. The

maintenance of test equipment is addressed in a subsequent seetion.

Data Ana lysi s

Data Analysis is the key element to the entire surveillance program.

The objectives of the analysis should be: The determination of com-

ponent service 1 ife status based on data input, verification of com-

ponent application, and wide dissemination of generic problems associated

wi th components.

The functions of the analysis teams should be: Verification of data in

comp 1 i ance wi th procedura 1 aeeeptanee eri teri a, trend ana lys i s for

significant normal operating paramters, trend analysis for test eondition

key parameters, and reporting of conclusions for corrective action to be

taken, if warranted. Of particular interest here are the aspects of

trend analysis for test eondition parameter~ and reporting of results.
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The data analysis team is not meant to usurp the responsibilities of the

shift operators but they should complement the shift operatorIs function.

In fact it is highly recon~ended that shift operators be members of that

team. The data takers should conduct an initial review of data against

the acceptance criteria to identify obvious problem areas (especially

for simple tests). The data analysis team concept is valuable for the

conduct of the more compl i cated/sophi sti cated testi ng 'wi th respect to

test implementation participation and analysis of results.

Recently, the USNRC incorporated requirements for pump and valve testing

into the standard TS. The requirements. are specified in the American

. Society of Mechanical Engineers (ASME) Code (reference 7). Pump testing,

for example, includes performance analysis using baseline data and

trendi hg . Al ert and Acti on ranges are es tab 1 i shed for determi ni ng

operability status and a threshold for the necessary maintenance (reference

6). This approach is recomnended for all major equipment.

Documentation and reporting of analysis should not stop. at upper manage-

ment of the pl ant organi zati on. Component probl ems sometimes have

generic implications. Such information should be supplied to other

or~anizations with similar equipment. The USNRC, through the LER

System, generates Bulletins, Circulars and Information Notices for

generic problems and these receive wide distribution throughout the

United States. A Bulletin is significant enough to warrant a response

from the licensee while the Circular and Information Notice are infor-

mation type documents. However, in general, the LER System only "sees"

events that have occurred because of some effect on the TS L imi ting

Condition for Operation (LeO). Many events involve component malfunctions/

fa i 1 ures whi ch woul d not be reported because i t di d not effect the TS

LeO.
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A more comprehensive idea developed recently is the Nuclear Plant

Reliability Data System (NPRD). This voluntary computerized program is

a consortum of utilities which input basic information on various plant

components wi th subsequent reports on component rna 1 functi ons/fai 1 ures

(reference 5). This program, however, is relatively new and its effec-

ti veness i s sti 11 under reviBw.

Test Egui pment

The utilization of test equipment in a surveillance program must be

backed up by an equally comprehensive surveillance (calibration) program.

The elements addressed above apply to such a mini-surveillance program.

Some exceptions are noted below.

A calibration procedure may not be warranted for each piece of equipment

but generi c procedures for types of equi pment, such as pressure gages,

shou 1 d be deve 1 oped to assure qual i ty performance.

Trending of data need not be as extensive, however, careful reviews of

repeated calibration check failures should warrent action for increased

survei 11 an ce or equi pment repl acement. Along these 1 i nes a method

shoul d be establ i shed to trace the useage of test equi pment that was

found to be out of calibration (reference 5). Thus the effected sur-

veillance tests can be redone with properly calibrated instrumentation

to assure quality data.
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Audits

With any comprehensive and extensive system affecting the qua1ity of

components, auditing of program requirements is a must to verify proper.

program imp1ementation. If an audit system is not estab1ished through a

Qua1ity Assurance Program, the Survei11ance Program shou1d se1f impose

such a system. Ineither case the audit shou1d review the entire

survei11ance program inc1uding technica1 aspects.
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R. Espefält, D. Beraha

SUMMRY OF SESSION II

The four papers presented in the session deal wi th the application
of full-scale simulators to the operator training.

The first paper by Vaccarino describes the PEC simulator, developed

for a sodium cooled fast test reactor. In addition to operator

training purposes , the simulator supports the development of

operational and da ta acquisi tion procedures and aids the testing
of control scheme changes. The simulator includes the operator' s
and instructor' s desk, and the process computer on which real-

time plant models are run. From the instructor' s desk, the training

can be moni tored arid recorded. Furthermore , the instructor inter-

acts wi th the plant model to induce specific situations which in-
clude fault condi tions.

Asked about the extent to which the simulator is used for training

and for plant condi tion simulation respectively, the author re-

plied that in the first two years be fore start-up of the plant,.
the simulator will mainly be used for operator training and proce-

dure design. Afterwards , i ts main task will be to provide opera-

tional support.

In the next paper, Sato presented a simulator of a prototype liquid

metal fast breeder reactor for operator training. To achieve effec-

tive training, i t was found necessary to provide adequate accuracy

in the simulation of the plant from cold start-up conditions up to

the rated power output, especially w. r. t. the response time to
operator actions and fault propagation. The simulator features

different simulation modes (freeze, slow motion, speed-up, restart,

step-back). The structure of the simulation model is outlined and

the computing facili ties are described.
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Questions were posed regarding the function of the optional voice

simulator. The author stated that voice simulators were already

used in fossile power plants to establish efficient training

schemes, by issuing operating instructions and trainer announce-

ments. To the questions , if the total loss of electrical power

is included in the simulation, and if the console is identical to

the one in the plant, the author replied that the total electrical

power loss was not yet simulated¡ the panel arrangement of the

plant is still in the design stage, but the consoles will be iden-

tical.

The authors of the third paper were unable to attend the meeting.

The paper was presented at the meeting as a wri tten contribution.

Kawashima reported on the training experience gained in the BWR

Training Center Fukushima - Ken, Japan. The trainees (over 400)

included operators, supervisors, plant test engineers and designers

from several plants. First, the training programs were described.

They include pro grams for standard and intensive operator trai-

ning, operator retraining and special advanced class operator

training for trainees already working as operators, and family

training for shift operator teams. Then, the training simulator

features were outlined, stressing the wide range of malfunctions

and multiple failures which can be simulated.

In the interchange with the audience, the speaker stated that

Toshiba is in charge of the training center ¡ the necessi ty for
governmental examinations is being discussed, especially for

senior operators ¡ the training staff includes 29 persons, in-

cluding 8 instructors and technicians ¡ no difficul ties were en-

countered up to now w. r. t differences between the design and
control room layout of plant and simulator, since such differ-

ences are small.

The last presentation of the session by Green gave an overview

of the Operator Training Facilities for C.E.G.B. Advanced Gas

Cooled Reactors. The speaker stated that the necessity of im-

proved operator training was recognized in the UK early after the

Windscale incident. He continued wi th a description of the
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training facili ties. Three control deskswhich correspond to the

desks of the three power stations involved are installed. The

desks are linked to a computer through CAMC interfaces. The

training programs were outlined. As a suggestion for future con-

trol desk design, the speaker advocated increased parallel in-

formation display, suggesting a wall display of the whole plant

instead of the restricted CRT diagrams .

The main themes of the anima ted discussion following this presen-

ta tion are rendered by ques tion and answer :

Q: How is the simulator kept up to date with plant changes?

How is the decision made as to what plant states are abnormal?

How is the feedback from the plant?

A: The training center is in personal contact with the three sta-
tions involved. Hardware changes are easy to introduce, the

software and i ts checking present more difficul ties. Abnormal

states are defined according to the Plant Safety Report Inci-

dents. Feedback from the plants is obtained by recrui ting the

Training Staff from people who have opera ted the plant.

Q: How about the alarm presentation and the reduction of alarms?

A: There is a dang er of too much processing in the machine and too

li ttle information to the operator, especially in unforeseen

si tuations when the alarm analysis might fail.

Q: Has the concept pf acentralized training school been success-
ful?

A: For initial training and in the given situation with similar

plants, yes. If the numer ~f si tes is small wi th many plants

at each si te, local refreshing training might be better.

Q: Why display the whole plant if many detailed diagrams are

available on CRT' s?
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A: A .complete mimic may have advantages in team training, to

provide information for more than ohe operator.

Q: Does a statistic of the quality of handling abnormal events

exist?

A: There is not much statistical information. Also, the design

of operational procedures may be wrong even if the operator

performs correctly.

Q: Is an objective evaluation of operator performance possible?

A: An objective evaluation could only be attempted for some

specific situations.

Q: Over the years, much information has been collected on operator

response. Has the analysis thereof been considered?

A: No. Difficul ties will arise since operators don' t broadcast

minor errors.

Q: Incidents may develop out of multiple minor accidents. Does

the simulator represent the plant wi th the necessary accuracy

to model such events?

A: The scope of the simulator is too restricted to account for
these events.

Q: Since the operator is finally responsible, the judging capa-

bili ty should be trained.

A: The training is directed towards a thorough understanding of

the plant, rather then towards check list procedures. This

is most important in unforeseen situations.
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ON THE DESIGN OF THE PEC REACTOR TRAINING SIMULATOR

Giuseppe Vaccarino (+)

Comitato Nazionale per 1 'Energia Nueleare - "D.R.V. BOLOrn -ITALY

Synopsis

A summarized deseription of the PEC simulator, designed for ope-
rators! training and operational support, is give~ The design
choiees as a res~lt of the training and operational support re-
quirements are diseussed.

1. The PEC Reactor (1)

Pee is a 118 Mwt sodium eooled fast test reaetor. The power pro-
dueed in the eore is lost in the air through a two loops sodium
system whose final elements are sodium-air heat exchangers .(Fig.l)

A test faeili ty - a 3 Mwt loop thermally and hydraulically insu-
lated from the driver region - is installed in the core center.
It contains a special fuel element whose power is lost in the air
by a cooling system similar to the reactor one, but independent
from it.(Fig.2)

The main purposeof the PEC reactor is to studythe behaviour of
fuel el~ments for fast reactor in thermal and neutronic conditions
similar to those expected for commercial-size power fast reactors.

2. Simulator Functions

The PEC training simulator is one of the facilities devoted to
training and operation support of the plant.
Its functions are the fol~owing: (2),(5),(6)

l. operator training, including response to plant faul ts;
2. development of operational procedures, particularly during

plant operat ion;
3. test and development of data acquisi tion procedures;
4. test of changes of plant cqntrol schemes.

These funetions have been defined on the basisof the plant ope-
rating requirements, i ts operation programme and the operation
experience of simulators in similar power and research plants (3).
It is foreseen that only the first two years of the simulator
life will be devoted mainly to training.: whereas functions 2and

(+) The author presently works as Sales Maager at SEI CCMER S.p.A.-Italy
Via Meravigli 12 - MILO
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3.2 Instructor i s Desk

The instructor~.desk is a free standing unit; it houses
all the information systems and controls to enable the
instruct or to perform his functions ergonomically
(Fig. 5).
The main instructor i s functions, considered for the
des k des i gn, a i: e : ( 3 )

Exercise control : it allows the instructor to select
the operating modes and to set the initial conditions
and the operational constants for the simulation exerci-
se.

Exercise Moni toring and Recording: the instructor can mQ
ni tor the behavìour of the simulated plant in i ts respo~
se to the controls exercised by the operator stationed~..'
at the opera tor i s desk.
He can also record plant variables from the simulated
process for on/off-line processing. All the instructor i s
actions affecting the simulation, are recorded on a log-
ging printer.

Performance Interaction : by means of CRT displays and c~
ordinated computer programs the instructor can interact
with the plant model to simulate fault conditions, con-
trol the state and level of ancillary signals ,check and
change any model variable.
The instructor can perform these functions through a set
of contróls grouped in a keyboard wh.ich is part of the i~
structor desk:

a) Simulation control mode
b) eRT display control
c) Faul t control
d) Graph plotting controls.
e) Variable storage$ and printer/plotter control
f) Exercise record/replay cont rol
g) Faul t sequence generation control
Each function is supported by a sui table software to en~
ble the instructor to perform his actions and re cord them.
A detailed description of the simulation control mode fol-
lows as an example of the instructor i s function available.
A group of three controls is available for Simulation Con-
trol Mode.
The main modes of simulator operation are "run" and "fre-
eze" .
In the "run" mode all the systems of the simulator are 0-
perational.
In the "freeze" mode all the calculation of the model equa
tions are suspended and all the variables generated by the-
model are held at the values achived when the "freele"
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The Instructor can access to any computer core location to
read and/or change i ts content.
He can define groups õf variables _for recording, i t s form (on/
off i ine, printout, graph, plotter) and parameters (start
and stop time, frequency, etc.); a further group of varia-
bles can be selected for continous display on the instructor
desk CRT.
The modelcharacteristics have been decided on the basis of
the main simulator requirements.
In fact, the simulator will be operated for a quite long pe-
riod,and niinl)r devoted to the desirri ;inri 1.'1~Jysis of. ;')lant O-)eTRtion
and data acquisi tion l)roced~ires.
Therefore the software - i ts cost is about 60% of the \\;hole
simulator one - must be flexible and easy to modify.
The use of fortran in place of assembler and the modular
structure allow an economic software maintenance by the user
and possibili ty to update software and follow the changing
plant situation wi thout intervention of manufacturer i s spe-
cialists.
Most of the users will be engineers and technicians without
specific competence in computers; thus, all. the design pro-
blems were sol ved from an engineering point of view rather
than from acomputer point of view.
A special effort has been done in the model specification to
give to the instructor the maximum intervention capabili ty
on the simulator operation.
In fact, I beleave that the simulator features, which are a-
vailable for the instruct~r, i:lay an important role either
in the simulator, itself, either in suiting it to the speci-
fic plant, which the simulatör has been constructed for.

3.4 Simulation Computer

The computer complex represents a key component. of a simul!
tor as its performances greately affect the feasibility of
the functional performances for the simulator system.
The main requirements for simulation computers are (4);

- Great computing power and high speed

- Memory capacity and expandibility

- Powerfull 1/0 for easy and fast communication wi th the ope
rators and other equipments.

- Peripheral range for task required

- Available software (possibly application oriented)

- Service and support capabil i ty.
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On the basis of the above mentioned characteristics a questio-
naire was set and some computer models were selected. Bench-
marks test were run to evaluate their performances for our pa!
ticular application. _ . .
The final choice was for SEL ~ 2/7 5 (Fig. 6) which appeared to
suit optimaiiy our requirements.
A particular good evaluation got i.ts powerfull and fast CPU,
1/0 structure, memory expansion capability and the R.T. orien
ted software.
After the choice extensive dedicated tests were made on SEL
facil i ty in. Milan 'to get real performances and memory occupa-
tion for both computing and simulator menagement tasks in or-
der to asses memory size requirements and CPU load for our
project.
Tests confirmed our provisional evaluation on computer perfor
mances particularly for CPU and software.' -

3.5. Process computer

The proces s computer is a FOXBORO, FOX 2/30, wi th the config~
ration shown in Table l. (7).
The computer performs several functions as data acquisition, .
alarms management, guidance in practical operation .during start-
up, shut-down and other plant transients , and off-line data
processing whereas it does not perform any direct action on
the process (DDC) due to safety reasons.
These functions are performed by the FOX 2/30 by means of its
standard packige for process control, IMPAC (Industrial Mult~
level Process Analysis and Control); it allows an easy and
quick management of the process 1/0 and the execution of most
of the required processing.
In other simulators the process computer has been simulated
wi th a program . allocated in the same computer used for the
plant model. We chose a solution with two separate computers,
because we thought to get a better experience i.n data acqui-
si tion problems in this way. In fact, with our radial configl.
ration the computer receives the same signals reaching. the o-
perator i s desk; these signals are similar to the real plant
ones, wi thin the accuracy 1 imi ts.
Furthermore , we think this solution enables us to evaluate the
adaptabil i ty of a general purpose process control package, as
Impac, to the particular problems of a fast nuclear reactor.
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4~ Conelusion

The only purpose of this description was to present the results
of the studies made during the simulator design.
We wish to stress that our simulator, due both to the peculiar
reae tor eharaeteristics and i ts funet ions is different from most
simulators presently in operation.

Partieularly, with respeet to the more immediate comparison with
other power. reactor simulators (for PWRs or BWRs), the PEC si-
mulator is different, beeause it's quite likely that the plant
and operating procedures in particular, will be modified durmg
the plant 1 ife. Thus, th.e simulator should fit these changes
and support this activity as adynamie faeil i ty for theoptim!
sation of such ehanges.
This is the reason of most of the decisions about the model;
th.ey should ensure a very flexible and easy to modify simulator
in all i ts parts.
Furthermore we wish to remind that a further target of the si-
mulator implementation (besides the ones mentioned in point 2),
is to qualify engineers in simulator technology (real-time si-
mulation and programming, etc.) and in related fields as data
aequisi tion, electronics, desk design, etc.
This last point has been taken in to aecount when we deeided
to adopt some solutions as, e. g., system strueture, proeess eo~
puter type and configuration, operator desk and related sysrems
implementation.
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Tab1e 1 - FOX 2/30 system configuration for PEC simulator

- CPU: DEC PDP-11/20 type with a 24 K word core memory and
16 bi ts/word.

- Mass memory: Drum, 991 K words, 87 mi11iseconds average
access time, 118.200 word/second nominal tran
sfer rate.

- H.S.P. T .R.: speed. 300 character per second.

- H.S.P.T .P.: speed. 60 chåracter per second.

- System teletype: Teletype mode .ASR 35.

- Line printer: 132 characters/1ine, 800 characters/miute.
- 2 - 12" CRTwith alphaumeric keyboard, 24 lines, 80.characters/line

- 2 - 24" CRT, 24 lines; 80 characters/1ine.

- 224 anlog inputs, 8 used for reference vol tages.

- 12 anlog outputs.

- 240 digital inputs.

- 48 digital outputs.
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Fig.l-PEC n:(aetor. eooling syst.em
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Fig.2- Test loo~ seheme

Fig.3 - Simuiätoi. eonfigurat~on
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Abstract

Generally , the simula~or can be classified according to i ts use
as follows i operator training simulator, plant dynamics analyzing
simulator, operating procedure evaluating simulator i plant designing
simulator, etc..

OUr study on simulator is aimed mainly for operator training.
As plant operation should be performed safely and efficiently,

it is necessary for operator to train the plant operations that in-
volve not only normal case but also abnormal case, and to improve his
knowledge about the plant operation. For this purpose i the training
simulator is the best tool to train the operator.

Based on the requirement described above i we have studied follow-
ing items.

l) Evaluation of the general specification for the training
simulator.

2) Evaluation of the simulation models.

3) Verification of the simulation models (dynamic models) .

4) Evaluation of the equipments for the training simulator.

S) Investigation of the preceeded simulators.

6) Evaluation of the development schedule for this training
simulator.

As the evaluation of the general specification for the training
similator, we evaluated the simulation range for each system and equip-
ment. And the function for the training simulator was also evaluated.
Such functions are consisted of freeze, slow motion, step back, start-
up at appropriate modes, and malfunction, etc..

As for the evaluation of the simulation models, we evaluated the
relation of the dynamic models and logic models.

As for verification of the simulation models, we improved plant
dynamic analysis codes to be available in real time use.

As for the evaluation of the equipment for the training simulator
process computer, control panels, instructor console and other compo-
nents are evaluated. We have considered the computer system to be
composed by the. digital system. However hybrid system was also eval-
uated in comparison with digital system.

l. Introduction

The use of full scale LMFBR nuclear power plant simulators to
train operators was attempted and has been built in some countries.

The need for large scale training simulators has been stressed
along wi th construction of an increasing number of practical scale
uclear power plants and growing concern for the safety factors surround-
ing such plants. Especially forLMFBR, because of more systems and com-
ponents than other reactor plants, operating procedures are complicated.
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OUr study on simulator is aimed mainly for operator training of
Prototype k~BR.

As plant operation should be performed safely and efficiently, it
is necessar¡ for the operators to train the palnt operations which
should involve not only normal conditions but also abnormal conditions,
and to improve operator' s knowledge about the palnt operation. For
this purpose, the training simulator is the best tool to train the ope-
rator especially for LMBR plants.

2. Specification

2.1 Use of the simulator

The objectives of the LMBR simulator are:

(l) To train plant operators made familiar with the control,
display, and alarm systems and not to make them misopera-
tion and led to plant abnormal transients .

(2) To provide an opportunity for operators to practice avoid-
ing and recovering from fault situations.

(3) To co-ordinate and evaluate proposed operational proce-
dures and to check revised instruentation and control
systems.

(4) To analyse plant incidents and check out the modified
operational procedures.

And,. in order to achieve,above objectives, 'the following
requirements are necessary.

(1) The external appearance of the control console is designed
ìdentical with that of the referred plant' s control con-
sole so as to exploit the training effect fully.

(2) To make the simulator for training in operation capable of
providing training with the same operating sense as the
real plant, the contents and accuracy of the simulation
model must be adequate, and the time from the control con-
sole operation to the responses of the equipment must be
identical with the real plant within the range permissible
as human sense.

Also, in order to exploit the training effect fully, thefollowing functions are necessary. .
(3) Freeze operation

Ability to stop simulation at any time so an operator can
see a trainsient or plant condition as it exists on all
controls and indications.

(4) Slow-motion operation
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.(5) Restart at new operating conditions
Ability to start simulation at oneof several plant state
points.

(6) Step-back operation
Ability to return the simulator to the conditiöns which
existed at a previous point.

(7) Initiate malfunctions.

2.2 Simulation range

While the simulation range must be compatible with the purpose
of training, it is also necessary to make adequate study of the
means of making best use of the features of the system used.
For example, abridging of portions that are not necessarily im-
portant for training allows up levelling of the precesion of
simulation for the important parts. The basic simulation ranges
of this simulator include the following.

(l) With this simulator, training not only in regular operation
of the plant but also in starting from the cold state and
operation up to the rated output as well as in the shutdown
of the plant can be provided.

(2) The principal processing value of the plant is indicated
and recorded by using the control panel identical with the
real one. Also with respect to various protective functions,
the equipments identical with that of the referred plant-are
simulated. When anything goes wrong alarm is annunciated,
and the various protective functions are activated.

(3) In case the operator executes an erroneous or abnormal
operation, fault develops wi th the plant as in the real
plant and the meters and alarm are activated.

(4) Training in proper measures against erroneous operation
and trouble that are likely to take place in the real equip-
ment is to be made possible.
Fig. 1 displays the typical plant operation cycle and plant
flow diagram of the model plant to which the operator must
familiar.
The main process variables at the plant normal typical
start-up schedules are shown in Fig. 2.
in this model plant, the operation blocks are divided into
1 to l5 as shown in Fig. 3 and 15 to 27 in the plant nörmal
shutdown operation.
~:or the training of the plant fault c6ndition, :; "L-,.:posal
events of plant accidents are considered as shown in Table
1 which led to the reactor trip. And, in this case, the
operation blocks are divided into 28 to 35.
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Table 1 Proposal events of plant accidents

No. plant fault No. Plant fault
-

1 Reactor manual trip 20 Steam system safety valve open

2 Primary pump failure 2l Primary pump stick
.-

3 Secondary pump failure 22 Secondary pump stick

4 Primary flow control .failure 23 Main feed water pump stick

5 Secondary flow control failure 24 SG heater tube break

6 Control rod drop 25 Air cooler outlet sodium
stop va:lve open

Control rod withdrawal
.

7
(power operation.) 26 Main feed water pipe break

8
Control rod wi thdrawal 27 EV inlet water pipe break(start-up)

9 Turbine trip 28 Main steam pipe break

LO SG-Sodium stop valve open 29 SH outlet steam pipe break

11 Feed water control valve 30 Primary pipe breakclosing
l2 SH inlet steam stop' val ve 3l Secondary pipe breakclosing

i

13 Main feed water pum trip 32 Loss of Normal on site power

l4 Air-Cooler outlet sodium 33 Loss of off-site powercontrol val ve c losing

15 SG heater tube small leak

l6 SH relief system misoperation

l7 Feed water contro1 valve open

18 Feed water pump speed control
sys. failure

19 Main steam magnetic relief
valve open
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3. Simulation model

3. 1 Software composi tion

Simulation models are generally divided into two parts such as
Dynamic models and Logic model. As the simulator must be iden-
tical with the real plant withinthe range permissible as human
sense, contradictory requirements~ repletion of the substance of
simulation and assurance of real time response, have been studied.
In the software composi tion, function supervisory program for
controlling the real time of simulation program has been provid-
ed, and tae simulation programs are allocated to the basic pack-
ages, "Fast", "Medium" and "Slow". Fast is a simulation model
requiring very fast response and process input-output routine
and is executed once in about 500 msec.
Simulation programs other than those calculated wi th Fast are
known as Medium and Slow, and are executed once in abut 1 to 2
sec, and 5 sec, respectively.
The conceptual dynamic and logic models for this simulator are
shown in Fig. 4.

3.2 Logic Model

The plant simulation models can be divided into logic models
expressing plant interlock as typified by the relay sequence
and the dynamic models indicating the nuclear, thermodynamic and
hydrodynamic motion characteristics óf the nuclear reactor, heat
transport system, power generating system and auxiliary systems.

3 . 3 Dynamic Models

As shown in Fig. 5, the nuclear reactor system, heat transport
system, steam generator .system, turbine system, generator system,
feedwater system, auxiliary system and the emergency system are
divided into several small systems in this simulator, and for
each system thermal, hydraulic, nuclear and electrical models
are prepared.
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4. . System composition
As shown in Fig. 6, this simulator is composed around the control

console and the digital computer TOSBAC-7/70.

4. 1 Control console
The control console is a bench board type control console for
controlling and monitoring the nuclear reactor, heat transport
system, steam generators, turbine and generator ..¡ It is de-
signed identical in dimensions, coating color, configurations
and arrangements of instruments and devices with the referred
plant' s control console so as to exploit the training effect
fully.

4.2 Simulation computer

For the simulation computer, TOSBAC-7/70, a process computer
has been considered. The real time response of a simulator is
determined by the simulation computer performance and the fol-
lowing have been adopted:

Central Processing Uni t
Word length: 32 bits

Co re memory: 5l2KB (l28kW)

Execution time (fixed decimal point) :
Addi tion and subtraction: 0.36 lls

4.68 llsMultiplication:
Floating decirnal point provided
Disk memory uni t

Capacity:
Transfer speed:

2MB (5l2K words)

625KB/sec

4.3 Instructor' s console

This is the console for the instructor and equipped in the con-
trol room. This console is provided with selecting switches
for the training modes. Selection of the. mode in accordance
with the training substance and purpose makes it possible to
set the control console to the prescribed mode. It is possible
to freeze and restart the simulation and also to repeat the
same training. It is further capable of generating trouble or
abnormal operation from time to time.

5. Conclusion

An outline of the Prototype LMBR operator training simulator
has been presented in the foregoing. It is expected that the simulator
will be highly useful in training, operators of LMBR nuclear power
plants in not only normal starting and shutdown operations but also in
abnormal or troubled operating conditions.

In con~lusion, we take this opportun i ty to express our profound
appreciation for the cooperation and guidance provided by the Power
Reactor and Nuclear Fuel Development Corp.
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C.F. Gnospelius, P.E. Persson, R.I. Carlsson

TRAINING OF POWER PLANT OPERATORS BY THE USE OF A SIMULATOR

CLOSELY REPRODUCING ANOTHER PLANT
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1979-12-24

Training of Power Plant Operators by the Use of a Simulator
Closely Reproducing Another Plant

(1 attachment)

DESCRIPTION OF THE TRAINING CENTER
(Nuclear Power Training Co)..

AKU was founded in 1972 by a consortium of the three Swedish
utilities owing nuclear power plants. These are the Swedish
State Power Board, holding 50% of the shares, Oskarshamn
Power Group (OKG) and South Swedish Power Company holding
25% each.

AKU Nuclear Power Training Center is situated in the neigh-
bourhood of the state-owned research station Studsvik 100
kilometers south of Stockholm at the Bal tic coast. AKU' s
first simulator was taken into operation for training in
November 1974.

There are now two full scope simulators at the Training
Center, one for PWR- and one for BWR- operator training.
Both this kind of light water reactors are represented in
Scandinavia. AKU is providing training to ten existing
light water reactor units in Sweden and also to the two BWR
units in Finland.

In the Training Center there are also facili ties like class
rooms, equipment for the production training materials, and
trainee recreation areas.

Training
material prod

Entrance
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1979-l2-03.

DESCRIPTION OF THE SIMULATOR TRAINING

AKU is providing three types of simulator courses

Basic courses (5--6 weeks)
Retraining courses (1 week)
Special courses for nonoperators

Typically, one day consists of five hours at the simulator
and three hours of class.

Before taking part in the basic simulator training the
operators have had basic nuclear training and power plant
technology courses at their own stations.

DIFFERENCES BETWEEN SIMULATOR AND REAL POWER PLANT UNIT

The PWR simulator is an exact copy of Ringhals ' uni t 3, and
thus very similar to the other two PWR units (Ringhals 2
and 4).

The BWR simulator is a copy of Barsebäck l. This simulator
is used for training operators from nine BWR-units wi th
differences compared wi th the simulator according to the
following:

For two units there are no differences.

For one uni t there is a very large différence in
control room layout and instrumentation but the
power plant process systems. are identical with
Barsebäck 1.

For four uni ts there are some, but not severe,
differences in control room layout and instrumen-
tation and in plant design.

For two units, the oldest ones, there are big
differences both in layout and instrumentation
in the control rooms and in the basic design of
the process systems.

There are generic differences in operating procedures and
administrative routines between the different power stations
as they are operated by different companies. Besides there
are differences in language between Sweden and Finland.
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1979-12-03

Por one of the older uni ts we developed a simulator system
version in which the representation of the core instrumen-
tation makes possible thesame manual actioDs during start-
up as in the power plant. The ranges of the IRMs in the
simulator are also in accordance with the older unit. As
there are no automatic turbine supervision in this unit the
turbine automatic control of the simulator is operated in
manual m~de during training' of these operators.

Training documentation

. The documentation used in the theoretical sessions in
classrooms and when following up the malfunction sessions
is des.cribing the operators' own station. We also developed
a special course book with register, from which the operator
very quickly can find the analogue to an .alarm of the
simulator at his own power plant. There are also descriptions
of actions normally taken in their own stations at different
alarms of the simulator.

Operating procedures

The operators are using their own procedures "translated"
to the corresponding simulated components of the simulator.

Instructors

In order to be able to give lessons to experienced operators
about their own plant it is important for the instructors
to be very well prepared. Instructors must have been out at
the station for a lang time (at least six weeks) before
the retraining course is developed. At the training center
the instructor must have the possibill ty to study the
documentation of the power plant, in order to be fully
familiar with each details.

Pedagogic technique

As the control rooms differ significantly it is important
to have one instructor among the operators to help them to .
find and to translate alarms. A second instructor isopera-
ting the simulator, is performing local technicians tasks
on call from the control room, and is supervising the
training from the Instrùctor' s Area.
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1979-l2-03

THE OUTCOME OF THIS TYPE OF SIMULATOR TRAINING

This type of adjusted simulator retraining has been performed
to different degrees over. the past year at the training
center.
Some current experience is available from a tailored retrai-
ning session given to a team of operators which have had
no opportunity to get such retraining before. Before going
to the Training Center, the operators felt that simulator
training was meaningless, These teams have after 6 one-
.weeks tailored retraining completely changed attitudes and
are now very positive to further simulator training.

From the interviews wi th these operators after the end of
the course it was showed that the change in attitude had
been caused mainly by the possibility of using their own
operating procedures, and of the fact that the theory has
been concentrated around their unit. The arrangement with
an instructor workipg with the operator and being able to
guide him in his work in an unfamiliar control room has
been succesful. The operators have also highly appreciated
the changes made in. the simulator and in the simulator' s
control room.

The attached summary of enquires reflects the opinions of
the operators after this tailored retraining.

Consequently we will go on making mainly software modifi-
cations of the simulator, not only to make the device more
realistic, but also in order to make it more similar to the
units which are not represented by the original simulator.

REQUIREMENTS OF RESOURCES

In order to tailor simulator courses to different stations
the following resources are required.

.J
¡¡

:iv
~

Programmers and system analysists for modifying
the simulator

Instructors wi th close knowledge both of the
simulated power plant and also of the operators
own power plant

Teaching materials centered around the operators
own power plant

At least two instructors performing the simulator
traîning

We have seen that the personnel resources must be in parity
with large effort required to prepare this type of courses.
In order to make possible changes of the control rooms, in
a simple way, more CRT-screens could be introduced in the
simulator control room, for displaying alarms and syste~s
layout representing the operators own power plant.

'"
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Attachment
l(i)

1979-12-04

Attitude inquiry

Sumary of replies to inquiry given to 19 operators from an
old BWR unit after having had 1 week of tailored retraining
at the Bl simulator.

Have you recei ved any new knowledge during the course about
"your" plant?

Yes (l9 ) No (0)

The theory going through "your" plant was

to theoretic (0) (16 ) (0 ) to elementary

The modifications made in the simulator refering to
"your" plant have

made the (15 )
training more
worth-while

(4 ) (0 ) had none
importance

What do you think about the difficul ties concerning the
adaption from "your" plant to the BWR-simulator' s control
room at this course compared to earlier retraining courses?

The diffi- (13)
culties have
been reduced

(6 ) (0 ) No difference

LOn
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IWG/NPPCI SPECIAL1STS ' MEETING

5-7 December 1979, Munich. Federal Republic of Germany

3. Man-Machine Communication

BWR OPERATORS TRAINING EXPERIENCE US ING SIMULATOR

by

Syuzo Kawashima

BWR Operator Training Center. Ltd.

Fukushima-Ken. Japan

ABSTRACT

Since BWR Training Center received i t' s first class of trainees
for Operator Retraining Course in 1974. many trainees including sub-
operators, operators and supervisors were given highly abnormal and
emergency situations which are not likely to occur in the actual
control room.

This paper describes the standard training program established to
prepare the operator to be proficient in BWR power plant operation and
training experienee ineluding an example of the eombined troubles.
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The speciaiiy advanced class operator training course aims to
provide a training course for these operators and senior operators who
have already completed all the above training courses.

The family training course aims to train a shift operator team to
make the team members acquired in a day a necessary theme raised among
them.

An examination shall be executed after completion of each of
standard, intensive and re training courses, and the resulting evalù-
ation of each trainee shall be sent to the respective dispatching body.

Table I: BWR Operator Training Programs

Training Course

1. Standard Operator
Training
(8/class)

2. Intensive Operator
Training
(4/class)

3. Operator Retraining
(4/c1ass)

4. Special Advanced
Class Operator
Training
(1 team/ c1ass)

5. Family Training
(1 team/ c lass)

Description

Teaches operating skills
and techniques necessary
to main tain stable ope-
ration of nuclear power
plant.

Gives intensive Control
Room Operation training
to those who already have
operation experience in
nuclear power plan t and
its system operation.

Gives training in abnor-
mal and emergency si tua-
tions of nuclear power
plant to further ùpgrade
operator' s proficiency.

Gives training to ad-
vanced class operator
on special items.

Provides opportunity for
utility operator training
requirement.

Training Hour

12 weeks
Control Room
Operation: 128 Hours

3 weeks
Control Room
Opera tion: 80 Hours

9 days

5 days

1 day
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2.1 Standard Operator Training Program(l)

The standard operator training course is the program of twelve
weeks course having been implemented since April, 1974, consisting of
the class room lecture, simulator training, actual plant observation
and examination.

A number of trainees who have completed this course till today
count about 200 persons.

The purpose of this course is that all the trainees shall effec-
tively learn by experience the normal operation, abnormal and emergency
operation and BWR operational characteristics by utilizing a simulator
and thus attempt to increase their operational techniques and skills.

The major items in this training course are a training of making
much of the fundamental manners which should be possessed by a trainee
himself of skills in the art as an operator and a training to acquire
the applicable actions against an abnormal occurrence. These include
such i tems as a recogni tion of importance of team work in the opera tions,
operational characteristics of the plant, transient responses, proper
judgement on an abnormal occurrence, grasp of correct operation, and
the like.

The class room lec tures of four weeks comprise of the basic theory
for reactor operator, nuclear steam supply system, emergency core
cooling system, radia tion protection, normal operating procedure,
reactor safety analysis and technical specifications.

Each lesson of the lectures is assigned with 2 - 4 hours.

In case that there are some differences between the model plant
and the plants at each trainee's dispatching station, such as a compli-
cated system, a compreh~nsive plant interlock system, --- for examples,
condensate and feedwater system, turbine control system, RHR system,
operating procedure and others --- a consideration is made for the
trainees to be thoroughly familiarized with the model plant very
quickly for the sake of receiving a simulator training, by further
adding more training hours.

The control room operation (eRD) trainings are emphasized in the
simulator trainings and are designed with the aims likely available to
make the trainees learned thoroughly all the necessary techniques and
skills of the plant operations within a short period of time.
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Principally, on the basis of the learnings of normal operation,
~eanings of procedures, start-up, shutdown and manipulation by a team
and the response characteristics of the plant which are all the funda-
mental matters of the plant operations, it aims to secure the plant
safety with some emergency actions by a team.

The instructor and sub-instructor will provide the operational
trainings in the control room in the first half of this course to make
the trainees acquainted with the model plant to include the normal
start-up, shutdown and surveillance tests.

In the next step, all the trainees shaii be assigned to the duties
of shift supervisor, reactor operator, turbine operator and auxiliary
operator and thus the normal operation shall be executed by a team.
In such a ease, the instructor will genera te a malfunction in order to
provide trainings on an abnormal operation.

At the end of the normal operation trainings, it is planned that a
training of real time start-up operation shall be carried out so as
available to make the trainees comprehensively aequired the plant
operations.

It takes about 12 hours in this training course from the start-up
preparation to the full power operation.

The training hours not assigned to the control room operations ean
be spent for the actual plant observations and the class room lecutres
which also provide for the last half partof this course.

An examina tion on the operational manipulation of the trainees
shall be carried out in between the normal operation training and the
abnormal opera tion training to evaluate their rating of progress in
learnings.

The abnormal operation trainings include the reactor scram
recovery, turbine and generator trip, main steam isolation valve close,
feedwater control system trouble and others, while the emergency
operation trainings on the pipe rupture.

This training course aims such safety shutdown of having thoroughly
been recognized the plant safety as a proper judgement on the plant key
parameters, correct manipulations, multi-monitoring of instruments,
prompt communications with all the sections involved.

After completion of the abnormal and emergency operation trainings,
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It takes about four hours in the operations and manipulations
examination for three times under such separate theme as the duties
of supervisor, reactor operator and turbine operator in regard to the
abnormal situation.

The control room operation trainings of this course are outlined
in the attached Table 111.

2.3 Operator Retraining

The operator re training course aims to maintain and/or promote
the operational techniaues and skills by providing a periodic training
for these people who are already working as an opera tor. Basically,
the major point lies upon the abnormal operation trainings.

The dura tion of this course is nine days, consis ting of the class
room lectures and the control room operation trainings.

The trainees of about 200 persons have up to now completed this
course, including such persons who have completed three times in this
course held since its commencement in 1974.

The class room lectures include the comprehensive plant interlock
system, operating procedure, operating limited conditions, plant tran-
sient responses and basic theory.

The control room operation trainings can be divided into such two
phases as the normal operation and the abnormal operation trainings.

The normal operation trainings aim to makethe trainees thoroughly
acauainted with the differences between the model plant and the plants
at each trainee' s dispatching station, familiarized with the model
plant and reviewed the normal operation.

Thé abnormal operation trainings cover the following i tems.

(1) Reactor scram recovery

( 2) Turbine and generator trip

(3) Reactor scram with main steam isolation valve open and elose

(4) Reactor scram with loss of auxiliary power

(5) Primary loop recireulation system failure
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(6) Condensate and feedwater system fai1ure including 10ss of feedwater

(7) Loss of coolant accident (pipe rupture inside and outside drywell,
relief valve stuck open)

(8) Review of abnormal operation
(9) Miscellaneous malfunction including limiting condition of operation

2.4 Special Advanced Class Operator Training

This special course is designed for these people who are already
working as an operator and have also completed the abovementioned
training courses, and/or working as a senior opera tor.

The duration and programs of this course shall be determined in
consulting with the trainees l dispatching organizations, but the
abnormal and emergency trainings shall be carried out, particularly
centering at the multiple failures, taking the Three Mile Island
incident as a turning-point.

This sort of training contains such programs that the emphàsis is
to be placed upon a proper judgement, command, communication and pro-
tective actions upon occurrence of a plant abnormality and emergency to
be made by such responsible officers as in the senior operator class.

The duration of this course is determined to be five days, con-
sisting of the class room study of 4 hours a day and the control room
operation training of the same hours.

The contro1 room operation trainings shall be carried out to
review the normal operation to include the cases under malfunctions and
to be related with the abnormal and emergency operations hencefrom.

The abnormal and emergency operation trainings are set to include
the following multiple failures.

(1) Loss of feedwater and relief valve stuck open including HPCI
system failure or RCIC system failure

(2) Loss of coolant inside dryweIl

(3) All main steam isolation valve close

(4) Main steam high radiation

(5) Seismic trip and loss of auxiliary power
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1 - Reactor control panel

1 - Main steam, feedwater, condensate water, circulating water, cooling
water system control panel

1 - Turbine and generator control panel

1 - Electrical system control panel

1 - Announciator auxiliary panel

1 - Operator console

I - Typewri ter

4. Gombination of Malfunctions

Approx. 120 kinds of plant malfunctions are incorporated in the
simulator model, and the responses at the occurrence of such malfunc-
tions shall demonstrate good coincidence with the analytical resul ts
given through the execution of a large-scale computer with various
analytical codes.

Further, a warning alarm can independently be sounded with a
genera tion of plant abnormal i ty.

A setting up of conditions to genera te at the same time the
multiple failures by combining some of such malfunctions, may become
a auestion in the execution of trainings, unless after completion of
verification made on both the analytical resul ts of the plant designs
and the responses of simulation model.

Taking the Three Mile Island incident as a turning-point, the
importance of trainings on the mul tiple failures has been recognized,
and even though there are plenty of room in which the reviews should
be made in respect to the conditional setting up of multiple failures,
such trainings shall be carried out with the typical malfunctions shown
in the attached Table iv as in the combinations of malfunctions which
are available with the current simulation model.

The training programs in case of multiple failures shall differ-
ently be arranged, depending upon the trainees' level, experience,
simulation range and others, but the major items currently being
executed are included in the specially advanced class operator
training course.
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5. Conclusion

Based on the experience through the training having been executed
till today at the BWR training center, the current programs of training
courses have been described in this article, as weIl as the same for
multiple failures and the typical malfunctions which generate the
mul tiple failures.

At the age of claiming the completion of operator education and
training, it is our aim to make our further increasing efforts to fill
up the complete programs of training courses through the experience
accumulated till today.

Finally, we would like to express our sincere and deep apprecia tion
to such individuals of each electric power company who have rendered us
an ever lasting cooperation and good guidance in respect to the opera-
tion of the simulator.
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Table 11: Standard Operator Training Course - Control Room Operation

Normal operation training phase

CRO-l, 2
CRO-3, 4
CRO-5, 6
CRO-7. S
CRO-9, 10
CRO-lI, 12
CRO-13, 14
CRO-lS, 16
CRO-17
CRO-lS, 19

Startup preparation
Reactor critical approach to reactor pressure 40 kg/cm2
Reactor pressure 40 kg/cm 2 to turbine start
Turbine rated speed to rated power
Plant shutdown (Ra ted power to shutdown cooling)
Reactor critical approach to reactor pressure 60 kg/cm2
Reactor pressure 60 kg/cm2 to 20% power
20% reactor power to ra ted power
Review of normal operation (startup and shutdown)
Real time startup to rated power

Half way operation examination

Abnormal and emergency operation training

CRO-20, 21
CRO-22
CRO-23

CRO-24

CRO-25
CRO-26
CRO-27

Reactor scram recovery
Main steam isolation valve close and loss of auxiliary power
Primary loop recirculation system failure and feedwater
control system failure
Condensate and feedwater system failure including 10ss of
feedwater
Turbine control system failure
Main steam pipe rupture outside drywell
Loss of coolant accident (pipe rupture inside dryweIl)
ECCS automatie start and core cooling

Final complete. operation phase

CRO-2S, 29
CRO-30 'V 32

Note (1)
(2)

Review of abnormal and emergency operation
Review of normal opera tion

CRO-ll 'V 19 include the malfuncitons.
Surveillance test (Core spray, RHR torus cooling, RCIC, HPCI.
Main steam isolation valve and Diesel generator) shall be
made during the normal operation phase period .

Table 111: Intensive Operator Training Course - Control Room Operation

Normal operation training phase

CRO-l
CRO-2. 3
CRO-4, 5

Startup preparation
Reactor critical approach to reactor pressure 60 kg/cm~
Reac tor pressure 60 kg/ cm2 to 20% reac tor power



CRO-6, 7
CRO-8. 9
CRO':iO, 11
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20% reactor power to rated power
Rated power to plant shutdown
Real time startup to rated power

Abnormal and emergency operation training phase

CRO-12
CRO-13
CRO-l4

CRO-15
CRO-16
CRO-17

CRO-18

Reactor scram recovery
Main steam isolation valve close and loss of auxiliary power
Primary loop recirculation and feedwater control system
failure
Condensate and feedwater system failure
Turbine control system failure
Relief valve stuck open and main steam pipe rupture outside
drywell
Loss of coolant (pipe rupture inside drywell)
ECCS automatic start and core cooling

Final eomplete opera tion training phase

CRO-19, 20 Review of abnormal operation, and normal operation

1.

Table iv: Typical Malfunction for Combination of Simultanious Malfunctions

ECCS

(l)
(2)

(3)
(4)
(5 )

system
Relief valve stuck open
RHR shutdown cooling system failure
1 - Pump trip and injection valve close
1 - Sea water pump trip
HPCI system isolation
All main steam isolation valve close
RCIC turbine trip

2. Reactor control and protection system
(1) Channel-A and B trip
(2) Seismic trip
(3) CRD pump trip

3. Primary loop recirculation system
(1) M-G set A and B trip
(2) Contro! system failure

4. Condensate and feedwater system
(1) Condenser vacuum low
(2) All feedwater pump trip
(3) Condenser hotweil level low (loss of feedwater)
(4) Feedwater control valve air fail lock
(5) Feedwater control system failure
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5. Turbine and genera tor

(1) Turbine trip
(2) Generator trip
(3) Turbine bypass valve stuck open
(4) Turbine control system failure

6. Elec trical sys tem

(1) Loss of standby auxiliary power
(2) Network load loss
(3) Auxiliary power transformer failure
(4) 1 - Emergency diesel generator failure

7. Pipe
(1)
(2)
(3)
(4)

rupture and release of radioactive materials
Main steam pipe rupture inside and outside drywell
Reactor coolant leak inside drywell
Main steam high radiation
Reactor and turbine building high radiation
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SUMMRY

The faci1i ties provided at the Nuc1ear Power Training Centre of the
Central Electrici ty Generating Board for the training of operators
of the Advanced Gas Cooled Reactors are described.

The simulator control desks are rep1icas of three AGR designs with,
in addition, simulation of the Data Processin~ System for each station.

Three modes of operation are envisaged

a. Demonstration where the simulator is used by the tutor to
i11ustrate 1ecture on plant behaviour.

b. Interaction where the student carries out normal procedures
and experiences plant fai1ure situations.

c. Investigation where engineering staff usethe simulator for
validation of modified operational procedures, ergonomic
studies etc.

INTRODUCTION

The design intentions for the AGR simulator were described at an
IAEA specialist meeting held in Studsvik, Sweden in October 1976. (1)
This paper updates our thinking and reports progress with the
simulator. 'The simulator consists of replicas of the control desk
at three of the CEGB Advanced Gas Cooled Reactors located at Oldbury,
near Bristol and a computer model of the plant which runs in the
CEGB Computer Centre in Lendon.

SIMULATOR FACILITIES

The fi ve Advanced Gas Coo1ed Reactor si tes that are in operation and
under construction in the UK are built by three different consortia.
To provide simulator training on these different designs, replicas of
the control desks at Hink1ey Point, Dungeness B and Hart1epoo1 are
installed at the Nuclear Power Training Centre, Oldbury near Bristo1.
On1y one of the three desks can be used for training at any one time
asthe computing system capacity is not sufficient to drive desks in
parallel.

The swi tches and lamps on the desk are driven by a digital input -
output system and the meters "recorders and setting potentiometers
by an ana10gue input:- output system. These are standard modules
to the CAMC standard and they provide the interface to the loca1
computer. This is a DEC PDP 11/34 with l28K words of memory and a
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Floating Point Processor. In addition to the desk servicing function
this computer models the station data processing computer. It provides
the alarm displayand data formats to the visual display uni ts on the
desk. There are four monochrome tubes, three for alpbanumeric data
and one for alarm messages. In addition, there are four colour tubes
which are used to present Graphical and Mimic diagram displays for
tutorial purposes .

The status of all switches and other controls on the desk is relayed
approximately 3 times per second to the Modelling Computer in Lendon,
via two 9600 baud telephone lines which return data on the temperatures,
pressures , actuator positions etc. computed for the current time-step.
The Modelling Computer is an IBM 370/168 in the Board' s Computing
Centre. The desk status block also contains the simulator mode control
(RUN-HOLD-FREE-INITIALIZE) and the fault insertion data.

The model covers the reactor, ei ther as eight elements or as an average
point model, the gas circuit with 4 circulators ftwo once-through boilers-
either modelled as 12 planes or as 4 planes, the steam mains with start-
up vessel~ Main turbine and Generator, Turbine and Electric Feed pumps
and Feed Water regulating system. The plant model also covers the
control systems for the plant i tems listed above. The modules of plant
necessary for a particular exercise are selected by the tutor and are
linked to give an equation set that can be integrated. The real time
integration algori thm is a modified version of Gear' s method, a
variable step length process wi th pre-computed Jacobian matrices.

CURRNT STATUS

The programe of functional tests of each component of the system in
an integrated fashion has now been completed. The individual i tems
have performed satisfactorily but the response of systems when working
together has needed further development.

Dynamic testing of the simulator has been carried out in the ranges
from Hot Shutdown to 20MW and lSOMW to full power. Computational
difficul ties wi th the Once Through Boilers and their feed control systems
at low-load have delayed the testing of the intermediate range of Plant
Start-up.

Our experience wi th simulator modelling in a very large computor at a
remote si te_ where there is also substantial work load from other computer
users is disappointing. The technical problems have, we think, been
overcome but human problems in communicating the needs of the simulator
staff to the computer operators in Lendon, and securing an adequate
diagnostic service when problems occur has contributed to the continuing
delays wi th the project.

Training with this simulator is scheduled to begin in January 1980.
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SCHEME OF TRAINING

The staff for the control room at all CEGB nuc1ear stations is selected
from candidates who already possess acedemic qua1ifications in
engineering of graduate, professional engineer or equivalent level.
For staff at the AGR stations there is a combination of courses at the
Nuclear Power Training Centre and On Job training.'

Firstly, for those wi thout a nuclear background, is an 'Introduction
to Nuclear Power' course, which covers Nuclear and Reactor Physics,
Heat Transfer, Plant Kinetics, Health Physics, Legislation and Licencing etc.
This is fol1owed by a 4 week course on "AGR Techno10gy". This course
is for staff from all the AGR stations and is gi ven by engineers from
the Design and Construction Division and by Research Officers from the
Nuclear Laboratories. All the major plant systems, fuel elements,
fue1 stringer, moderator, coolant, boilers, control systems, essential
supplies systems, the turbine and generator are presented and their
design limits and contro1 phi1osophy are discussed.

. During this course the simulator is used in a demonstration mode. The
tutor uses the simulator to i1lustrate features of the plant dynamics
that he wishes to emphasise. Particular use is made of the fact that
temperature profiles in the reactor and the boilers are available in
the computer, whereas the instrumentation of the plant does not provide
corresponding data. The principal aim is to enhance the students
understanding of the physical processes taking place.

Fo110wing aperiod of plant famliarisation the engineers return to
the Centre for an "AGR Operations" course. Each course will be limited
to staff from one of the AGR stations and will cover the operational
procedures for that station. The students working in groups of two
or three will work through the.plant start-up and shut-down procedures
under the supervision of a tutor. When famliarity with normal plant
behaviour has been achieved the tutor will introduce some faults having
first discussed the plant response expected with the student. On this
course, the simulator is used as the tool for teaching the operator
the correct procedures and the reasons why these procedures have been
established. By illustrating major faults, we aim to improve his skills
in diagnosis of the state of plant.

All operations engineers will return to the Centre at intervals for a
revision course. This will, like the operations course, be based on the
simulator. Since the students will be famliar with the normal operational
procedures, the tutor will introduce instrument and other plant ma1functions
during the procedures to exercise the students diagnosis of and response
to abnormal situations. It is intended that this course should also include
simulation and discussion of a major plant failure such as a loss of coolant
accident. One of the most difficult decisions for an operator when faced
wi th aplant malfunction is whether or not he shou1d disengage auto contro1
loops and take control on manual. The simulator enables him to experi-
ment and build up some experience that he could not obtain readily from
the plant. The use of the simulator, the investigation mode, has to be
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used wi th caution since operation outside the range where the modelling
equations are valid may lead to erroneous resul ts.

CONCLUSION

The AGR simulator system described in this report is now operating in
a restricted range. Development work to extend this range and
Acceptance tests are still in progress.

Ref 1. Specialist Meeting on Simulators for Training of
Nuclear Power Plant Operators and Technical Staff,
Studsvik, Sweden, 27 - 29 October 1976.

The design of a,. simulator for the training of
operating engineers in advanced gas cooled reactor
stations (AGR)
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Ph. Freymeyer, W. Ehrenberger

SUMMRY OF SESSION III

The following pages summarize the discussion on the individual

papers of the session.

Paper of Meijer, Frogner, Long

The system is not based on a specific kind of mathematical evalua-

tions, but on cause consequence diagrams . The underlying models

have the form of trees.

The simulated environment of the system did not produce any noise.'
During on-line operation an appropriate filtering would be neces-

sary.
So far i t was not yet considered which da ta should be selected

for the system.

The system comprises 16 to 17 models in total. They have been

derived from the considered disturbances .
Further models will in the first place aim at the improvement of

the plant availabili ty i later on safety questions will become

important.

Paper of Yamazaki, Kawai, Hashimoto, Suzuki, Jzumi, Kato, Kiguchi

Kobayashi, Yanai, Jida,Nakamura

In order to keep system availabili ty high, four computers are being

used. Normally three of these work and the fourth is in stand by

mode.

The present system is of course only additional to the conven-

tional systems for reactor control or protection. So, if the system

breaks down, enough back-up is available. Problems occur only during

plant start-up. Start-up requires the presence of this computer

system.
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Paper of Bürger, Végh

The system containstwo kinds of DDC loops: nuclear loops with

cycle times of 2 seconds and thermal loops wi th cycle times of

4 seconds. In addition to DDC manual control is possible. The

time intervals are supervised by watchdog timers.

CRTs are automatically updated every 15 seconds. Intermediate

updating can be ordered by means of a pushbutton.

It is difficult to say, whether the operators will use the alarm

trees provided by the system.

Short presentation of Mr. Johansson

Each new systemfac1es the problem of being accepted. This is a

reliabili ty problem to a considerable degree. It should be

designed such that graceful degradation is possible; so it

should be modular.

Paper of Felkel i Grumbach, Zapp, Øwre, Trengereid

and
Paper of Büttner, Felkel, Grumbach, Øwre, Thomassen

A display of the timely sequence of any event is not implemented

yet. It can be included,if the operator wants it. The information

can be retrieved from the data base, if the total arount of infor-

ma tion should be handled, however ,the system would be increased.

The cause consequence diagrars are only a rough representation of

the technical process, but i t turnedout that they are sufficient.

Another problemis, whether they are valid. This is difficul t to

say;i t must be verified in the future. Because of the large amount

of experience necessary to derive these diagrãms, "they have been

constructed in cooperation wi th KWU.

At the moment a particular system qualification is not considered

necessary, because the STAR deals only wi th a limi ted part of the

plant - the feed water system, and it works only open loop; i.e.
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A DISTURBANCE ANALYSIS SYSTEM

FOR

ON-LINE POWER PLANT SURVEILLANCE AND DIAGNOSIS

INTRODUCTION AND SUMMARY

The Three Mi 1 e Is 1 and (TMI) acci dent has dramati ca lly

emphasi zed the i mportanfe of the man-machi ne inter-

action aspects within the control room of a nuclear

power plant. The recently released Kemeny Report1,

documenting the results of a 6 month comprehensi ve

study and investigation of this accident, concluded

that in the TMI control room, "little attention has

been paid to the interaction between human beings and

machi nes under the rapi dly chan gi ng and confusi ng
ci rcumstances of an acci dent". The report further

concl udes that the control room at TMI "showed 1 i ttle
evi dence of the impact of modern i nformati on tech-

nology", "information was presentedin a manner which

could confuse operating personnel", and "... the
major factor that turned thi.s i nci dent i nto a seri ous
accident was inappropriate operator action.. .".

From these conclusions, and also fr~m those by

others2", it is apparent that the state-of-the-art

of the man-machine interaction aspects in most nuclear

power plants currently operating in the U.S. is less

advanced than mi ght be expected. One of the under

lying reasons is that the design and implementation

of control rooms in nuclear power plants has tradition-

ally been in the way control rooms were built for

fossil power plants. It has only been during the 1970's

that the importance of more advanced human engineered

control room concepts was recogni zed i nternati ona lly~
by the nucl ea r i ndustry. Such concepts are now pe ne-
trating the nuclear5,6 as well as the fossil 7 power

generating fields in the U.S. Universal application

of the concepts is however not expecæed to material-

ize before the end of the 1980's. In particular, older

plants and most of the plants currently in the con-

structi on phase wi 11 mos t 1 i kely have to be opera ted
without a substantial benefit of many of the modern

control room developments. Although selected control
room improvements, to more involve the operating

personnel as an integral partof the plant process.

are being considered8, such involvement will still

include many of the basic surveillance and diag-

nostic functions during the occurrance of plant

disturbances .

An effecti ve executi on of these functi ons i soften
hampered by the lack of a universally accepted plant-

wide alarm philosophy addressing such aspects as

presentati on, i ntegrati on, pri ori ti zati on, segre-

gation, grouping, suppression, shelving, etc. of

alarms. A method or system that could analyze and

integrate the alarm information generated for a

given plant condition, could provide a significant

contributi on to the survei 11 ance and di agnosti c

tasks of the plant.operating personnel, and ultimately

to the availability and safety of the plant.

This paper .describes such a system in the form of an

on-line power plant disturbance analysis system (DAS),

which allows plant personnel to assess in real time,

occurri ng pl ant di sturbances . Thi s assessmenl i s
performed by determining the cause of the disturbance,

i ts potential consequence on the plant operational

behavi or, and the correcti ve or recovery acti on to be

taken. The system is computer-based and util izes
disturbance analysis algorithms based on signal infor-

mation filtering, cause-consequence analysis and

quantitative modeling techniques.

A prototype system operating on-line and in real-

time has been developed and demonstrated by Combustion

Engineering, Inc. (C-E) and Systems Control, Inc. (SCI)

under contract to the Electric Power Research Institute

(EPRI) . The demonstrati orr uti 1 i zed the C-E PWR

Training Simulator and included simulation øf a selected

number of disturbances in the feedwater (FWS) and

component cooling water system (CCWS) for this plant. In

addition, some typical TMI related events were also

simulated and anaiyzed to demonstrate how an effecti vely
applied DAS could improve the safety of a plant.

In conclusion of the project, the performance of a

representative group of nuclear plant operators was

evaluated for a number of selected disturbances in terms

of handling plant disturbances without and with the

utilization of a DAS.

HISTORY

In England, it was recognized early in the. 1960's that
digital computers could be used for analysis of alarms

beyond simple recording or annunciation. As a result,

the Central Electricity Generating Board (CEGB) imple-

mented a computer-based al arm-ana lys i s sys tem based on

alarm fault trees at the Oldbury nuclear power station9,ìó

which was commissioned in 1968. Since then, similar

alarm systems have been installed at Wylfa and Hinkley

Point B. Being aware of the important improvements in

man-machine interaction that can be achieved by a proper-

ly designed DAS, CEGB is continuing the development of



these systems. Plans are to install u~graded S¥stems

at the Dungeness B, Haysham, and Hartepool nuclear power

stations.

Subsequently, research was initiated by the Institutt

for Atomenergi (Halden, Norway) and the Gesellschaft

fùr Reaktorsicherheit (Garching, Federal Republic

of Germany) to develop disturbance analysis systems

based upon cause-consequence diagrams11,12. Prelim-

inary tests during 1976 at the Halden research reactor

demonstrated the techni cal feas i bil ity of the approach13.
Currently, both institutions, in conjunction with Kraft-

werk Union and Bayernwerk, are implementing a proto-

typi ca 1 sys tem, named Störungs Analyse Rechner (STAR),

at the Grafenrheinfeld plant14.

In power plants in the UnitedStates, most status infor-

. mation is still presented on a signal-by-signal basis

with little integrated analysis. Often, hundreds to

tliousands of alarm annunciator windows are hardwired
to individual process or control signals. Thousands

of additional points are monitored by the plant pro-

cess computer. Most filtering and analysis is also

done on an i ndi vi dua 1 si gnal bas i s. A first step

toward providing more discriminating alarm information

by analyzing selected variables was introduced by the

industry in. the form of Alarm Initiated Displays

(AID) 15.

The El ectri c Power Research Institute (EPRIl i niti ated
in 1976 a research project with Combustion Engineering,

Inc., and Systems Control, Inc., to develop a distur-

bance analysis system that could be demonstrated in a

real-time simulated environment16.

FUNCTIONAL CONSIDERATIONS

In general terms, a disturbance analysis system should

(1) incorporate a basic methodology for analyzing a

wi de va ri ety of plant di sturbances, (2) implement the
plant specific design information in a data base, and

(3) provide the results of its analysis in a precise

format and on a timely basis to the operator for use

in taking corrective action. The outputresults from

the DAS may include the identity ofthe disturbance,

time frame, possible consequences, and suggested

correcti ve actions. At the di screti on of the speci fi c
uti 1 i ty, and parti cul arly the plant operati ona 1 s taff,
it should be possible to vary the scope of the DAS

implementation from selected disturbances in a given

subsystem to a more plant-wide application using

the same basic analysis methodology.

To achieve these objectives, the following general

functional requirements were considered for the DAS:
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Pl~nt Interface; Tlie DAS ¡¡ball ¡ibtilÏ,n plant

status information. directly from the plant's

\nstru~nt~ti,Qn and control systems or through

the process. computer. Additional sensors may

be requi red; however, the benefi ts shoul d

justi fy the costs.

o Operator Interface: The method for di sp 1 ayi ng
the results from the DAS analysis shall be inte-

grated into the control room design.

Q

o Timely Analysis: The DAS shall operate in real-
time and present results within the time frame

of the disturbance so that the operator can take

correcti ve action.

o Information Enhancement: The DAS shall enhance

the quality and content of the information being

di sp 1 ayed to the operator and reduce the number

of secondary or extraneous alarms based upon the

current mode of plant operation.

o Disturbance ~nalysis: The DAS shall be capable

of analyzing disturbances based upon a pre-

established plant model stored in a da ta base.

Once the DAS detects off-normal si gna 1 sand
analysis is initiated, the system shall be able

to determine the nature, cause, consequence, and

possible corrective actions.

MULTI LEVEL ANALYSIS

Table 1 shows one way of classifying the problems assoc-

iated witb analysis of plant disturbances. The left-

hand side of tbe table indicates tbe type of information

needed to characterize the disturbances. The next three

co 1 umns conta in commnts re 1 ated to both the current and

appropriate means of dealing with tbese types of problems.

TABLE 1

C(ASS¡FICATION OF THE PROBLEMS ASSOCIATED

W¡TH DISTURBANCE ANALYSiS

INfORMATIONCHARACTERIZINGMETHOOUSEDIH REMARK$IlEGARDINGBESTMEANSOFDETERlilNING
TIlEOISTUflBANCE CONVENTIONALSYSTEMSCOHVfHTIOHALAPfROACIlAPlDPRIATEt.ESSGE

SlNOLECONDinON 600.1ll0AHNUHCIATOR AURM1NGANDD1SPLAYINGSlNGLEENTRYTABLELDOICU'
WINDOWS+METERSAHDRECtRD.EACHVARlA8lElNDEPEHOENTLY
ERSONTHECONTROLBOARDISTHfPRINCIPALMEANSOF
COMPUTER ALARM INfORMINGTHEO.ERATORABOUT

THEPLANTSTATUS

ClUSTEROFCONOITOHSTHESUMOFSIHGlEEVENTIAAELEVANTAHDsunAFlUOUSMUlTlPlEEHTAYTABlElOoKUP
MESSGESAAEOISPlAYEOINFOAMATloNISOFTEN

PAOOUCEoFORTHESE
OISTURBANCES

SEOUENCEOFEVEHTSSAMEASA80VE+SEQUENCE.CURRENTAPPOACHISOFCAU$£.ONSEoUENCE
OF.AlARMlOGSANO"FIRST.llMfTEDIlElPIHOETERMIHINGANALYSIS
OUT~ANNUNCIATORSYSTEMSTIlEUNOERlYINGCAUSEFOR

THESEOISTURBANCES

QUANTfTATlVERElATloNSSTEAOYSTATECAlCULATIONSTHEPRDCESSCOMPIfEAISOUANTfTATlVEEVAlUATlOH
BETWEENVARtABlES \lHEAMoHYORAUllcs CURRENTlY NOT REAllY OFPAoCESSINFoAr.TION

NEUTAoNICS,ETC.)PERFORMEoPARTOFTHEAlAAMSYSTEM
BYTHEPlOCESCOMPUTER

To provi de the best means of deal i ng wi th the four
categories of disturbances in Table 1, the methodology

developed for tbe actual disturbance' analysis was



divided into three analysis modules or levels. The

messages associated with single events and clusters

of events are activated by Level: 1, Level 2 involves
analysis of sequence of events and/or complicated

logic, and Level 3 deals with evaluation of quanti-

tative models.

Level 1 analysis is a simple table lookup approach

which is an efficient and simple means of analysis

for a significant" fraction of the commnly occurring

plant disturbances. Also, this analysis module

functi ons as an information fi 1 ter whi ch can prevent
a large number of the disturbances from being sub-

jected to the consi derably more time-consumi ng and

sophisticatedanalysis schemes represented by

Levels 2 and 3 analysis modules.

Level 2 analysis is used to analyze disturbances

which are characterized by complex logical re-

lationships and/or sequence of events. The adopted

method uti 1 i zes cause-consequence trees (~CTs) whi ch

are well-structured, easily implemented"on a process-

computer, and suitable for efficient on-line com-

puter analysis. The method used for this analysis

enables the implementation of new features that

are unavailable in.other alarm and diagnosis systems.

The important features are:

o Updating of the messages during the progress

of a disturbance to keep the operator

informd about the current status.

o One step ahead prediction; i .e., the oper-
ator can be informed about the next message

that is likely to be activated.

o All the messages associated with each distur-

bance are grouped together.

o Abi 1 i ty to correctly di agnose di sturbances

al though some sensors may be mal functi oni ng.

Level 3 analysis is intended for disturbances that

must be analyzed by quantitative engineering type

calculations. Sufficient flexibility has been incor-

poratéd into Level 3 to enable implementations of a

wide variety of evaluations that cannot be fitted

into the structured format associated with Levels 1

and 2.

FUNCTIONAL ORGANIZATION OF DAS

Figure 1 shows the main information flow in the

DAS. The data acquisition system receives the
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signals from the process instrumentation and converts

the plant signals into the form needed for the distur-

bance analysis. The monitor compares the measured

values with their high and low limits. An event is

said to have occurred when a variable that previously

was within its limits goes outside its limits, or a

variable that previously was outside its limits goes

inside its limits. A log is maintained of the time

when the limit violations occur and the DAS analyzer

is activated when one or more events have been register-

ed. The messages resulting from the DAS analyzer are

automatically displayed, and kept up-to-date, on a CRT.

FIGURE 1: SIMPLIFIED DIAGRAM OF THE

INFORMATION FLOW IN THE DAS

Preprocessor

The data acquisition system and the DAS monitor are

co 11 ecti ve ly denoted as the preprocessor. The
activities of the preprocessor are performed sequent-

ially and repeated every ßt seconds. The adjustable

sampling frequency, ßt, is nominally set to 1 sec~

The preprocessor tasks are executed asynchronously of

the disturbance analysis. Thus, the DAS requires a

multitask processor or (alternatively) two separate

CPUs.

The da ta acquisition system is the interface between

the instrumentation and the DAS. This system samples

the input signals, checks for consistency (whenever

multiple sensor readings are available) and sensor

va 1 i di ty. perform low pass fi 1 teri ng. and converts
the signals to engineering units. The data acquisition

system is designed as a separate module to enable

existing power plant data acquisition capabilities to

be utilized in DAS implementations.



DAS Monitor

The DAS moni tor acti vates and schedules the executi on

of the disturbance ana lys is. The moni tor i s acti vated
as soon as the data acquisition buffer is updated. The

monitor first communicates with the disturbance analy-

zer to determine the latest status of each process

vari ab 1 e. Then the moni tor updates user-defi ned de-

rived variables and variable limits. Since the mon-

Hor Iias access to conti nuous ly updated plant signals,
these variables can have any analytical expression

i nc 1 udi ng dynami c models i f necessa ry .

The next activity of the monitor is to compare the

variables with their specified (or derived) high and

low 1 i mi ts to determi ne i f any events have occurred
since last sampling. Prior to activating the analy-

zer, the monitor gi ves the analyzer a copy of the

relevant data. This copy of the data is kept fixed

while it is used during the subsequent disturbance

analysis.

Disturbance Analyzer

The DAS monitor schedules the execution of the distur-

bance analyzer. The disturbance analysis is then per-

formd separately from the preprocessor so that the
preprocessor can continue monitoring the process while

the disturbance analysis is under way. The main

functions of the disturbance analyzer are divided into

three areas: (a) preparation, (b) multilevel analysis,

and (c) post-processing.

The ana lyzer' s copy of the process data may requi re

some preparation before it is used for multilevel

analysis. As an example, assume that an active message

Ml is conditioned upon variables VL, V2, and V3 all

being above their high limits. If analysis was

activated because VL just went back to its normal

range, it is first necessary to deactivate Ml, and

then fi nd the messages associ ated wi th V2 and V3

being HIGH. Therefore V2 and V3 must be subjected to
a compl ete analysis.

Following completion of the multilevel analysis, it

i s necessary to perform a few cleanup functions

(post-processing) before the analysis results can be

presented to the operator interface system. So-called

"second best" messages are attached to those events

that the DAS was unable to adequately diagnose. Such

messages may be used by the operators as supplementary

information.
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Operator Interface

This module translates the activated message identifiers

into text strings that can be displayed on a CRT. Since

these text strings are read by the operators, special

attention must be given to the general layout of the

information, choice of words, selection of colors, etc.

DATA BASES

The data bases have been divided into two broad cl ass-
ifications: (a) the dynamic data base and (b) the model

data base. The first da ta base is updated each sampling

interval by the data acquisition system and DAS monitor,

while the other data base is entirely pre-established and

fixed. The actual disturbance analysis consists of

comparing the observed pattern of events as registered

in the dynami c da ta base wi th the patterns for the

disturbance models available in the model data base.

Dynamic Data Base

The dynamic data base contains two types of variables:

(a) event variables and (b) auxiliary variables. The

most important attributes associated with each event

va ri ab 1 e are as fo 11 ows :

o Name and value. The user assigns a unique
name to each variable. The value is either

obtained from the data acquisition system or

computed by the DAS as a derived variable.

o High and low limits are used as threshold

va 1 ues to determi ne when the di s turbance

analyzer should be activated. These limits are

either fixed values or computed by the DAS.

o Deadband i s used to prevent sma 11 osci 11 ati ons

a round the 1 i mi ts from bei ng regi s tered as events.

o Priority is used to assure that important vari-

ables are analyzed expediently in case the

ana lys i s i s unab 1 e to keep the pace wi th the

s tream of events. Thi s feature has not been

tested in this project; however, it is expected

to become important in future developments and

implementations of the DAS.

o Second best messages contain the best information

available in the case an event is registered for

this variable and the DAS is unable to recognize

the disturbance among its disturbance models.

o Time of event is registered to enable the DAS to

recogni ze sequence of events and to keep arecord

of when the event occurred.



o Status Indicator is used as a key to guide the

disturbance analysis. The status indicators

are automatically updated by the DAS.

The auxiliary vamables,are only used as support

information in engineering type of calculations and

cannot i ni ti a te di s turbance ana lys i s by themse 1 ves.
Thus, the only attributes associated with these vari-

ables are their names and values.

Model Data Base

This data base. contains the. information that
represents the disturbance models of the plant.

The model data base i s di vi ded i nto the fo 11 owi ng

fi ve gro ups:

o Data base for Level 1 analysis

o Data base for Level 2 analysis

o Computational modules for Level 3 analysis

o List of messages

o Analysis directory for guidance of the

mul ti level analys is.

The first four groups of da ta must be developed bythe
user during implementation of the DAS while the anal-

ysis directory is generated automatically.

CAUSE-CONSEQUENCE ANALYSIS

Conventional fault tree and event tree analyses are

performed on a function by function or system by

system basis. Each function or system is addressed

by hypothesizing failures and then studying how they

impai r performance. Cause-consequence trees used for
on-l i ne tracki ng and di agnosi s of di sturbances , are
developed in a similar fashion except that it is

necessary to account for the avail abi 1 i ty of process
status information. Due to the large amount of

experience available with fault tree and event tree

analyses, it is natural to try to use modifications

of these techniques for the on-l i ne ana lysi s. The
cause-consequence tree (CCT) presented in this

paper is such a modification.

A CCT is a formal representation of logical, causal,

and temporal relationships. The tree can be consid-

ered as a "template" which can be compared to the

detector readi ngs of the process sensor states e. g.,
high, low, normal. Comparing the observed pattern

of detector readings with the pre-established CCT

enables the Level 2 analysis module to activate the
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appropriate messages. Sincé the .CCT is a model of how
disturbances propagate, it is also possible to predict

the future propagation of these disturbances.

Definition of the Cause-Consequence Tree

Figure 2 shows a hypothetical example of a CCT. The

tree can be consi dered as no des connected by arcs where

each node is associäted with one or more of the following:

a ttri butes :

o A variable identifier; e.g., VL, V2,...

o A required condition for the variable;
e.g., HIGH, LOW,...

o A message identifier: e.g., Ml. M2,...

o A logical gate; e.g., AND, OR,...

o A time delay; e.g., 5 sec., 10 sec.,...

FI GURE 2: A CONCEPTUAL EXAMPLE OF A

CAUSE-CONSEQUENCE TREE

V3/LOW M V7/MANUAL

V4/0FF

V5/0N V6/AUTOM5

Anode may be either observable or unobservable. An

observable node is associated with a particular variable

in the dynamic data base, while an unobservable node

is not associated with any measured variable and its

val ue can only be derived by deduction The use of
unobservable no des provides a great deal of flex-

ibility in construction of CCTs. Also, if there is a



modification in the instrumentations, e.g.,

additi on or de 1 eti on of sensors, the CCT i s
easily modified by simply changing one attri-

bute for the correspondi ng nodes.

For each observable node it is necessary to

specify a required condition for the variable

attached to .this node. Anode is said to be
acti ve i f the requi red and observed condi ti ons

are equal and the part of the CCT below the

node matches the plant observations. All the

messages attached to active nodes are labeled

as acti ve messages.

The logical gates (Arm, OR, or no logic gate)

allow connecti on of the pi eces of i nformati on
required to diagnose the disturbances and to

connect those disturbances that have commn

consequences.

Time delays are used to model the minimum time

that is expected to elapse between events. If

the observed time between two events is less than

what it was modeled to be irr a particular branch

of the CCT, or i f the observed sequence is oppo-

site to the CCT, it is assumed that this branch

does not correspond to the acti ve disturbance.
The modeling of the timedelays therefore contributes

to the unique identification of the disturbances

and it prevents messages from being prematurely

activated.

Time delays are also used to obtain what is called

potentially active messages. In the case. the
DAS determines that anode is not active for the

single reason that enough time has not elapsed,

the DAS wi 11 pi ck up the message associ ated wi th

this node (if there is one) and label it as

potentiallyactive.

The objecti ve of the on-l i ne cause-consequence
analysis is to find all the active and potentially

active messages. Table 2 is an example of the

activation of messages during the progress of a

hypothetical disturbance.

It frequently occurs that several detectors do

not res pond as expected. Thi s isa problem whi ch

the DAS deals with by making hypotheses about the

detector readings. When it appears that an

assumed value is consistent with a number of

other observati ons, the res ul t of the hypothesis i s
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that the detector readi ng i s erroneous, or the sub-

system from wbere ihe detector reading comes from,

failed to res pond as modeled. Let us assume that

tbe ana lyzer finds a branch wi th severa 1 no des whi ch

satisfy their required conditions but one (or a few)

observation tbat does not correspond to the expected

value. In th.is case the analyzer may assume that the

node i.s active, label the node as a "hole", and con-

tinue the analysis. Holes must comply with the

follo\'ing rules:

o Two sequential holes are unacceptable.

o The number of holes in the active branch must

be 1 ess than some speci fi ed number (reconunded

value: = 1).

o Primary nodes cannot be holes.

TABLE 2

EXAMPLE OF A SEQUENCE OF EVENTS FOR THE

CCT IN FIGURE 2

TIME* RESUL T OF THE CAUSE.
IN SEC EVENT CONSEQUENCE ANALYSIS

0 V4 ..... OFF AND V5 .....ON M4 AND M5 ACTIVE
M3 POTENTlALL Y ACTIVE

1 V3"=" LDW M3, M4, AND M5 ACTIVE
M2 POTENTlALL Y ACTIVE

11 V2 .....HIGH M2, . . . , M5 ACTIVE
MI POTENTlALL Y ACTIVE

41 VI "="HIGH MI, . . . , M5 ACTIVE

'INITALCONDITIONS: VI ANDV2,iHIGH, V3,i LOW

In tbe'example of Figure 2, assume that V6, V4, V3,

and VL satisfy the required conditions in sequence as

required by the time delays while V2 is indicating a

normal condition. In this case the DAS will label V2

as a hole and the enti re branch between VL, V4, and V6

is consi dered active.

DEVELOPMENT OF DISTURBANCE MODELS

In order to perform its function, a DAS must include

the appropriate models of the postulated plant distur-

bances to be analyzed. The models must be constructed

in a form that accommdates the technique selected for

the analysis system. Tbe development of the models can

be a significant effort. To minimize this effort, one

should develop well formulated disturbance selection

criteria. Such criteria must address e.g. which dis-

turbance must be modeled for which plant system or



cornonents, which plant mode of operation, the level

of detail or the comp1exity of the models, etc.

Existing resu1ts from previous1y performed fai1ure

mode and effects ana1yses (FMEA) or faul t-tree

ana1yses on tbe plant systems or components can pro-

vide an important contribution to the mode1ing

effort.

The model ing process, main1y constituted the dev-

e10pment of the model data base. This effort,

was divided into five major activities:

o Functi ona 1 ana 1ys i s of the se 1 ected

subsystems

o Cause-consequence analysis

o Data base imp1ementation and verification

o Si mu1 ation and tes ti ng

o Evaluation

The functiona1 analysis inc1uded a .detai1ed study.of
the design infórmation of the two subsystems, the

FWS and CCWS se1ected for this project. The study

inc1 uded an assessment of the functions of the sub-

system, the means by which these functions are per-

formed, the different modes of operation; e.g., auto-

matic, manual, standby, etc., the operations of tbe

actuators, information avai1ab1e from the instru-

mentation, and the dynamic behavior of tbe subsystem.

The cause-consequence analysis effort, transformed

the general know1edge derived from the functiona1

analysis into specific ißformation associated witb

the disturbances that the DAS was expected to ana1yze.

The connotation of cause-consequence analysis is used

in this paper to indicate that tbe primary emphasis

is on determining cause of events that have occurred

as we11 as predicting future consequences. This

analysis has severa1 simi1arities with fau1t-tree

and event tree analysis; however, basic differences

are bound to exist since the methods out1ined in this

paper are tai 1 ored to on-1 i ne tracki ng and di agnosi s

of disturbances using the detector readings as

important pieces of information wbi1e the conventiona1

fau1t-tree analysis is unre1ated to the instrument-

ation.

To deve10p good CCTs, the analysis wasinitia11y per-

formed according to a top-down approach. After speci-

fying the system, one or more "top events" were defined.

The fo11owing set of questions were then answered 'for

- 223 -

each event:

o What i s the sequence of events?

o What are the minimum time de1ays between the

vari ous events?

o Wh at is the 10gic combination of these conditions?

The questions above were repeated for each of the events

preceding the top event. The procedure is continued

deductive1y unti1 basic events and conditions have been

reacbed or unti1 further resolution of the events is of

no interest.

A graphica1 representation (tree) can be then generated

duri ng the deducti ve reasoni ng process. The tree i s so
structured that the sequence of events 1eading

to a particu1ar condition is shown be10w the condition.

The various events and conditions are 10gica11y re1ated

by AND and OR gates and time de1ays. The thought process

invo1ved and the graphica1 representation is simi1ar to

that comrn1y used for faul t-trees.

If after the comp1etion of the top-down analysis it was

found that the basic events were unobservab1e, a unique

set of observations, associated with a disturbance, were

attached to a branch in the CCT. This method assured

that this branch and the associated messages were on1y

activated when the disturbance in question occurred.

After comp1etion of the cause-consequence aná1ysis,

appropriate messages 1abeæd by unique message identifiers

were then formu1ated and attached to the appropriate

nodes in the CCT. The next step in the mode1ing process

inc1uded imp1ementation and verification of the data base.

Suitab1e coding forms and data base generator were here7

by uti 1 i zed to reduce the effort requi red. Duri ng the
simulation process, the PWR simulator was used to eva1-

uate the plant response for the disturbances to be diag-

nosed by the DAS, and to val i date the adequacy of the
disturbance models contained in the DAS data base. The

simulator was further uti1ized to eva1uate the overall

performance of the DAS.

Table 3 sumrtzes the experience with the five
steps involved in the data base development. Tradition-

a1 Calthough time-consuming) problems such as debugging

of software and hardware have been e1iminated from

the tab1e since they are unrelated to the DAS per se,

but rather associated with software and hardware

development in gener~l.



TABlE 3

SUMMRY OF EXPERIENCE WITH THE DATA BASE

DEVElOPMENT

'AAINPROBLEIi lMPfOVEMEHTSTHATCAfrBE EXPERllSEREOUll'E01H
ACTIVITY £XPERI(NCEO MADE IN fUTURE PßOJECTS PERfQRMlNGTHETASK

FUNCTIDNALANAlYSISl.SElNGONALEARN1HllCURVE1.lW'I'QVEOFDCUSANQ 1.GDDDlINDERSTAHDINGOf
ACCURATESTATEMUTOfSUBSYSUM

21NCDMPUTEUNOEßSTANQlHGOllECTIVE
OFTHESIIiULATOR 2. BACKGROlINDIN CONTRDL

ANALYSIS,SIMULATlON,DR
MOOUlNGlSAQVArI1AGEDlIS

CAlISf.ONSEOUENCE I. aUHGDNAlEARNINGCURVEi. lMPRDVEDDESCRll'lQNQFI.BASICUNDERSTANnlNGDF
ANALYSIS TECIIHIOUE DASFUIiCTlON

2.BACKGAOl,NOlNilEllABILlTY
ANALYSlSISAQVANTAGEDU$

QATAaASEIMPlEi'ENTATiOHi. llMlTEDSOFTWARE TOOlS1. MOREADVANCEDOATA8ASEI.NDPAATlCULAR
&\IERlflCATlON FDRDEBUGGING GENERATOR

SIMULATlDNANOUSTING1.IHCDNVENIUITACCE$SlO1.II(GUlAIIACCESSTOSIMUlATORl.lUlDW-lOGEOFSIi.UlATOll
SIMULATOR (t.g.,OHEHOUREACHDAYlDDETERIiJHETHE

OURINGlESTING) APPROl'RIATEWAYOF
2, SlOWRESTARTCAPA,ltlTV Sll,ULATlNGTHEnlSTURB

2. STREAMllNEDTAPIHGDFMoIC£S
llATA

EVALUATION I, lIMITEDSCDPEDfTEST1. CD~lPREHENSI\lEHST 1. HUAIAH fACTDRS BACK. 
GRDUHD

Z.5IAllDATABASE

FWS & CCWS MODElING

A total of 54 system level disturbances were

identified for a typical C-E PWR feedwater system

(FWS) and 9 for the component cooling water system

(CCWS), utilizing a failure or disturbance mode and
16

effect ana lys i s (DMEA) approach . Out of these 63
di sturbances , 25 were model ed in the DAS. Fi gure 3
shows the CCT model for. typi ca 1 FWS input sensor di s-

turbances . Out of the 25 mode 1 ed di sturbances ,

a total of 9 (6 in the FWS and 3 in the CCWS),

were thoroughtly tested and evaluated on-line at the

simulator for operator performance. This approach

proved adequate to demonstrate the practical ity of

the developed methodology. Although irdèling and

implementation of all the disturbances identified by

the DMEA would have yielded a larger data base, it

was generally agreed upon that a considerable dupli-,

ca ti on of effort woul d have been necessary wi thout

a substantial contribution to the final results of

the project. After the analysis methodlogy had

been comp 1 eted by SCI, i mp 1 ementa ti on proceeded

at C-E and SCI simultaneously. Utilizing an NSSS

model, including a detailed model of the C-E steam

generator, the methodo 1 ogy was debugged off-l i ne

on a PDPll/35 for several sample CCTs. C-E in the
meanwhi 1 e i mp 1 emented and debugged the methodo 1 ogy

off-line on the Interdata 7/32, while proceeding

with the modeling and data base development for 25

di sturbances .

Upon completion of the debugging stage of the meth-

odology, C-E then proceeded with on -line testing

- 224 -

of 9 disturbances on the simulator, one disturbance

at a time. This testing phase proved to be invaluable

speci fi ca lly in terms of sol vi ng CCT i nteracti on duri ng

the disturbance analysis process. The required effort

of "tuning" the CCT's and methodology was considerably

reduced by the availability of off-line testing capa-

bilities, and a full scale plant simulator.

FIGURE 3: FWS INPUT SENSOR DISTURBANCES CCT
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Modeling the FWS was complicated by the presence of

a number of feedback loops that makes it a highly

coupled and complex dynamiø system. The dynamic

behavior during a disturbance depends upon:

o Plant initialconditions prior to the dis-
turbance

o The way the failure occurred; e.g., sudden

failure versus gradual failure

o Plant mode of operations; e.g., controllers

in manual

An additional complication arose due to the rather

remote resemblance between a tree-structured model and

the feedback dominated behavior of the FWS.. Feed-

back loops cannot be expl i ci tly modeled by a CCT.

Dynamic models of the feedback loop are desirable in

many cases. Modeling the CCWS proved to be much sim-

ler than modeling the FWS although the engineer

performing the analysis had much less prior under-

standing of the CCWS. Some of the important reasons

for this situation. are:

o Feedback effects areof much less importance

for the CCWS compared to the FWS~.

o The dynami c beha vi or of the CCWS di sturbances

do not depend upon as many parameters as the

FWS~.

o To derive the information needed to implement

the appropriate recovery action, the CCWS is

well instrumented.

DEMONSTRATION SYSTEM

Fi gure 4 shows the hardware confi gurati on for the DAS

implemented in this project. The implementation was

to a large extent constrained by existing hardware.

An implementation at a power plant would most certain-

ly be different from the setup discussed.

Ninety-eight signals were sampled in this implementa-

tion. The signals were obtained from the computer

that drives the PWR Simulator. An Interdata 70 com-

uter was used for implementation of the data acqui-

sition software, and an Interdata 7/32 for the DAS

monitor and analyzer software. This second computer

was located about one mile away from the simulator.
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Only raw digitized data were transmitted over the

data link. A 1200 bit per second modem allowed

adequate time for the data acquisition software to

comp 1 ete i ts acti vi ti es and for the data to be
transmi tted wi thi n the l-second sampl i ng frequency.

The arrangement wasgood for a development project
where debugging and testing were major activities.

A typical debug session proceeded as follows. Sig-

nal data were received over the modem; the da ta were

read by the DAS and also stored on magneti c tape for

later off-line analysis; the disturbance analysis

was acti va ted ; and the resul ti ng message i denti fi ers
were transmitted over the modem while the test mes-

sages also were displayed on the CRT connected to

the Interdata 7/32 computer.

FIGURE 4: DAS HARDWARE BLOCK DIAGRA

Table 4 shows the size Cf the major.modules :of the

DAS. The data base generator was run as aseparate
program on the Interdata 7/32 as part of the initial-

ization of the DAS. The data acquisition module,

output display module, and message text files all

resided in the Interdata 70 computer. The Interdata

7/32 accommdated the monitor (including a small
module to transform the raw data into engineering

va 1 ues), ana lyzer, and the data base for the di stur-

bance models. This is considered to be a modest stor-
age requi rement for a DAS.



TAßLE 4

MEMORY REQUIREMENTS FOR IMPLEMENTATION OF DAS

ON INTERDATA COMPUTER

REQUIRED MEMORY
MODULE IN KBYTES

PRE.QFF.LINE
DATA BASE GENERATOR 59

FRONT END
DATA ACQUISITION MODULE 10
OUTPUT DISPLAY MODULE 11
+ MESSGE TEST FILE 16

ON.UNE
DAS MONITOR 32
DISTURBANCE ANAL YZER 45
OATA FOR DISTURBANCE MODELS 42

TOTAL 215

During the DAS development, it was assumed that the

DAS response time shoul d be no more than approximately

2 seconds. This time is a function.'.of the time re-
qui red by each i ndi vi dua 1 module of the system, e. g. ,

monitor, analyzer, etc., to perform its function.

To interface the DAS with the plant operator, a single

annunciator and a multicolôr CRT display were chosen.

An alarm annunciator "DAS Update" in the main control

board ofthe PWR Simulator was used to alert the oper-

ators when the DAS was active and attention should be

paid to the messages appearing on the CRT. The CRT

was installed in the control panel of the simulator,

next to the feedwater control panel.

The primary concern during the development of the dis-

p 1 ay was the 1 ayout of the text messages on the CRT
screen. Figure 5 shows an example of some of the

messages. Each message is broken up into several
fiel ds as follows:

o System where, the disturbance originated

o Abrief description of the disturbance
o Anticipated consequences if the disturbance

is not arrested

o Suggested recovery action
o Cause of the disturbance.

This sequence of information display corresponds to

the sequence of the diagnosis an operator would go

through without having a DAS available.

The particular set of messages shown in Figure 5 is

related to a steam generator level transmitter fail-

ing high. Initially, the first message is displayed
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in yellow color tó indicate that it is a "potentially

active" message. The DAS detected that samething was

wrang but sufficient information was not available to

firmly verify that the message was applicable. The

message was given acyan color (Le., made "active")

at the time when the feed flowjsteam flow mismatch

was sufficiently significant.

Reading the message from 1 eft to ri ght, it can be

noted that the feedwater system has been identified

as the system where the disturbance occurred. The

nature .of .thc disturbance is amismatch between feed
flow and steam flow in steam generator #1. As a

consequence of this disturbance a low level alarm

condition is predicted to occur unless the operator

manuallyopens the feedwater valve. The cause of the

disturbance is that the level transmitter failed high.

FIGURE 5: AN EXAMPLE OF A DAS CRT MESSAGE DISPLAY

EPRI OISTURBANCE ANALYSIS SYSTEM
HR:MN:SS

SVS DiSTURBANCE CONSEQUENCE ACTION CAUSE

FWSSGl FFOCSF MISMTCH ALRM LO LVL Me.OPEN FWVLV LT11 FAll HI
FWSSGl LO LVLALRM RT LO LVL
FWS 001 MAIN FW CTR OUT OF LMTS
FWS 001 FW VLV DP OUT OF LMTS

..

~ .¡UP TO 20 MESSGES - 80 BYTES LONG MAX.

Assuming that the operator does .not take any correc-

tive action, the second line of informati m will ini-

tially be displayed as a potentially active message

whereupon i t wi 11 change color when the low 1 eve 1
alarm appears to indicate that it is an active message.

This new message indicates that a reactor trip due to

low level is imminent unless the operator implements

corrective action.

The thi rd and fourth 1 i nes of messages (i n green color)
are "second best" messages which contain supplementary

information.

Various studies have been performed to determine the

optimal use of colors for CRT displays and the abili-

ty of colors to convey information. Since a standard

.color code for industrial use has not yet been esta-

blished, the color selections for the DAS display

were chosen on the basis of C-E's experience1V,16

in this area.



PERFORMANCE EVALUATION

Upon comp1etion of the debugging stage of the method-

ology, the DAS was testèd on-line on the PWR Simulator

for nine se1ected disturbances, six in the FWS and

three in the CCWS, one disturbance at a time. Addi-

tional testing such as sensitivity with respect to

initial power level, ability to diagn06e two simu1-

taneous 1y occurri ng disturbances , abi 1 i ty to di s-
criminate against pówer maneuvers, ability to diagnose

di sturbances duri ng normal power maneuvers, and a-

bility to diagnose fai1ures that were not mode1ed, was

carried out with varying degrees of success. In most

of these cases, the DAS proved ab1e to identify and

correct1y ana1yze the introduced disturbances .

In addi ti on to the techni ca 1 performance evaluation
of the DAS, an effort was undertaken to determine the

effectiveness of a DAS in the contro1 room of a nu-

c1ear power plant. The steps invo1ved in the eva1ua-

ti on were as fo110ws:

o Uti1ize C-E PWR Training Simulator

o Run se1ected number of disturbances on simu-

lator
o Run disturbances during schedu1ed operator

training sessions

o Uti 1 i ze operators from di fferent uti 1 i ti es
o Uti 1 i ze operators wi th di fferent trai ning

background

o Quantify operator response to disturbances

without and with DAS.

To all ow proper evaluation of the performance by the
operators in handling the test case disturbances, an

evaluation form documenting time of disturbance ini-

tiation, time operator took action, training status

of operator, etc., was uti1ized. The form was fi11ed

out by the simulator instructor during and irmdiate-
1y after each test case had been run. In addition to

the form, the disturbance analysis monitoring capa-

bi 1 i ty of the DAS was uti 1 i zed to record on magneti c
tape such detail s as the sequence of events and dy-

namic behavior of disturbance related parameters.

The information thus co11 ected, was then reduced

into graphs for the disturbance with superimposed

timing events such as disturbance initialization,

first message appearing on DAS monitor, control

board annunciator actuation, operator action, etc.
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Typica1 graphs are shown in Figures 6 and 7.

FIGURE 6: TYPICAL OPERATOR RESPONSES TO
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FIGURE 7: TYPICAL OPERATOR RESPONSE TO

FEEDWATER PUMP SPEED CONTROL INPUT
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As can be observed from these graphs, the enhanced op-

erator responses contributed to a reduction of plant

pertubations as we11 as a reduction of challenges to

the p1ant's protection system. Simular graphs



generated for other test cases yielded comparative

results.

As expected, a wide scatter in proper operator response

was observed. This scatter, as illustrated in Table 5,

can be contributed to several factors such as operator

training status, location of operator in control room

at time of disturbance initiation, human factors as-

pects of the DAS monitor message displays, unique

envi ronment of the simulator control room, etc. How-

ever, taking these factors into account, the evalua-

tion resulted in some significant conclusions as

indicated in Table 6.

TAßlE 5

SUMMARY OF RESUlTS--()AS EVALUATION EFFECTIVENESS

DAS OPER.DEneTS OPEIlATOR
EXISTING T1METO DIAGNOSTIC DlSTURBANCEAT ACTION AT
ALARM AT TAIP MESSGE AT WITHiWlTIiOUl DAS WITH,wITIIDlf DAS

FHDWATER SYSTEM IFWSI 
I. LEVEl TRANSMineR LTllllHIGH 2UfC. 325EC. 55fC. ItltSEC. 21!4IlSEC.
2. LEVEl TRANSMlnERlTl111/lDW IlaMIN. 4.i4M1N. 1SEC. 111115EI:, S1/IJISEC.
J.UVELSETPOINTSP11,IIHIGH 5112MIN. t5MIN. lOSEt. 5/13SU:. 11193S£C.
4.UVElSETPOINTSP1111ILDW 255ft. 40SfC. IOSEC. lli5SEC. 22JOse:.
5. fLDWTRANSMirnR fTllll/lOW 2M!N. 151189SEC. 20ft05SEC.
6.HEOPUMP.,PTRANSMITTER(PD4511/HIGIl)125ft. 90sec. 375fC. ¡1155Et. ?135SEC

COMPONENTCOOLINGWATERSYSTEMICCW)
7. CtwI'UMllIPOWEROH 20 set. Jset. 1/11$EC. 43JSSEC.
..CtwHI(IIOllTLETVALVECVJ.2lClOSED~° SEC. 1SEC. 7¡¡SEC. 44I5BSEC.
9.CtwHX11SAlTWATERCOOllNGVAlVE

HSS206/ClOSEO 2Ml/l. 1JI-lMIN. m/lSOSEC. 117/1SISEC.

. OPERATOR HAS 5 MINUTES TO RESTORE CCW 8HORE PERMANENT EOUIPMENT OAIiGE WILL OCCUR.

DAS SIMULATION OF TMI EVENT

To evaluate the applicability of a DAS to the safety

system of a plant, a TMI-type event was simulated on

the C-E PWR Simulator. The approach taken in develop-

ing the logic was to identify the state of "key"

FIGURE 8: DAS CCTs FOR TYPICAL SIMUlATED

TMI EVENT
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TAßlE 6

CONClUSIONS OF DAS EFFECTIVENESS EVALUATION

. A DAS WILL CONTRIBUTE TO LESSPLANr PERTURBATIONS FOR OCURRING DISTURBANCES, THUS
REDUCING THE CHALLENGESTO THE PLANT'S PROTECTION SYSTEM

. OPERATOR HAS EXTRA TIME TO RESPND TO PLANT DISTURBANCESWITH DAS IN OPERATION

. EXTRA TIME IS IN RANGE OF:
SECONDS FOR RAPID TRANSIENTS (30. 60 SEC. TO TRIP)
MINUTES FOR SLOW TRANSIENTS 15.8 MIN. TO TRIP)

. OPERATOR RESPNSE TO DISTURBANCESTYPICALLY OCCURSAT FIRSTCONTROL BOARD AUOIBlE
ALARM WITHOUT DAS

. DAS TYPICALLY PRODUCES FIRST AUQIBlE ALARM SONER THAN EXISTING ALARM SYSTEM

. OPERATORSCONFIRM DAS MES$GES WITH EXISTING CONTROL BOARD INDICATORSBEFORE TAKING
CORRECTIVE ACTION

. CORRECTIVE ACTION MAY BE TAKEN SONER WITH DAS IN OPERATION

. OPERATOR RESPNSE IMPROVESWITH MORE FREQUENT USE OF DAS

. OPERATORSWELCOME IN GENERAL RELIABLE OlAGNOSTIC INFORMATION

. DETAILED CORRECTIVE ACTION MESSGES FOA COMPLEX DISTURBANCES ONLV

. CAUSATIVE MESSGE INFORMATION IMPROVES EFFECTIVENESSOF DAS

. USE OF EXCESSIVE ACRONYMS AND SUPERFLUOUS MESSGES TO BE AVOIDED

. FOR OISTURBANCES INTRODUCING SHORT.TERM TRANSIENTSMESSGES TO BE AS SIMPLE AS POSSIBLE

. IN DYNAMIC SYSTEMS A DAS CAN OETECT DISTUABANCESWHICH COULD OTHERWISE GO UNNOTICEO

safety functions. This i ncl uded both system functi ons

such as coolant inventory state and component func-

tions such as operability of safety systems.

The initial phases of the TMI event were characterized

by a loss of heat sink, primary coolant and the de-

pressurization of the primary system at high tempera-

ture conditions. The DAS logic developed, included

the capability to perform pre-accident surveillance

(aux. feedwater system alignment), accident surveil-

lance (secondary heat sink and saturation conditions)

some causative surveillance (quench tank integrity

and pressure operated relief valve (PORV) status) and

surveillance of safety systems (high pressure safety

injection (HPSI) pump status). The specific cause-

consequence diagrams employed are illustrated in

Fi gure 8.
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The simulation of the TMI event on the simulator in-

volved artificially defeating the low steam generator

water level reactor trip and manually inducing a PORV

failure at the point of a high pressurizer pressure

trip. These changes were necessary to more closely

simulate the time frame of the events experienced

at TMI.

. A typical scenariowøUld proceed as follows:

o Prior to the start of the acci dent, the

auxiliary feedwater valves are mis-aligned

and the HPSI pumps are rendered inopera-

ti ve.
o Main feedwater is isolated.

o The steam generators dry-out.

o Primary system temperatures and pressure

ri ses rapi dly.
o A high pressure trip occurs and the PORV's

are failed in the open position.

o Primary coolant is discharged into the quench

ldrain) tank causing the rupture disk to fail.

o The primary system begins to depressurize,

causing the approach to saturation conditions.

o The main feedwater is re-established causing

a more rapid depressurization and approach to

the HPSI actuation point.

The sequence of DAS messages up to this point in the

scenario is shown in Table 7. Recovery from this

condition can then commence and messages wi 11 be

removed as the plant is stabilized. After recovery

is complete the messages that remain on the screen

are shown in Table 8.

TAßlE 7
DAS SEQUENCE OF MESSAGES

FWS SG1, SG2 AUX FW VLVS NOT ALIGNED

SG1 LOW WATER LEVEL
SG2 LOWWATER LEVEL
NO SECONDARY HEAT SINK

REACTOR TRIP (ON HIGH PRESSURE)
TURBINE TRIP
PLANT SHUTDOWN

PORV STUCK OPEN
aUENCH TANK RUPTURE DISK

50° F SUBCOOLING NOT PRESENT

HPSlS NOT OPERATING
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TAßlE 8

DAS MESSAGES AFTER RECOVERY

REACTOR TRIP

TURBINE TRIP

PLANT SHUTDOWN

aUENCH TANK RUPTURE DISK

ACHIEVEMENTS AND CONClUSIONS

The accomplishments achieved during this work cor-

relate well with the specific objectives:. set forth
16

in the EPRI Project RP891-2 Interim Report. An ef-

fective methodology for performing on-line analysis

of occurring disturbances in a nuclear power plant

has been developed, implemented and demonstrated on

a prototype system. Although the project was ini-

tially conceived to improve plant availability through

improved man-machine interaction, a conducted simu-

lated TMI related event has shown that a DAS could

also provi de an important contribution to the safety

of the plant.

The main conclusions derived at during the project

are summrized below:

o Rea 1- Time Opera ti on: The DAS has s uccess-
fully been tested in real-time analysis of

disturbances on a PWR training simulator.

o Timely Analysis: For all the disturbances
that have been studied on the simulator, the

DAS has provided more timely and precise

indication of the problem before actuation

of the conventional annunciator system occur-

red.
o Plant Interface: ßy implementing the DAS on

a training simulator, it was demonstrated that

the DAS could function as an independent sys-

tem which required only plant instrumentation

si gnals as input.
o Preprocessing: The DAS has its own prepro-

cessing function as part of its data acqui-

sition module. The extent of preprocessing

that is required is dependent upon the par-

ti cular implementation.

o PL ant Mode Detecti on: The DAS can determi ne



the plant mode by monitoring the input signals

or information derived from the input signals.
This feature was partly demonstrated by the

analysis of disturbances at different power

levels.
o Dis turbance Detecti on: The disturbances that

can be diagnosed by the DAS are detected by

the appearance of one or more di screte events.
The actual disturbance analysis is activated

and the diagnosis of the status of the dis-

turbance is updated following each of the

events. This a flexible and efficient
approach for detecting those disturbances

that have been investigated in this project.

o Disturbance Analysis: An effective method-

ology for performing the disturbance analysis

has been developed. A multilevel analysis
approach has been deri ven, which provi des

three levels of modeling complexity for

various types of disturbances. Fault tree

analysis and related' techniques have been

mol ded i nto cause-consequence ana lys i s method-

ology.
o Seguency of Events Evaluation: This DAS

feature has two aspects to it: a) recognize

the seqence by whi ch the events occur and use

this as an additional piece of information in

the diagnosis of the disturbances and b) up-

date the messages on the CRT as soon as new

information is available to give the opera-

tor an overview of the seqneuce of events,

the current status, and predicted future

consequences. Both of these capabi 1 i ties
have been demonstrated.

o Enhancement of Informati on: The DAS has been

demonstrated to improve the' information con-
tent in alarms compared to the approach used

for conventi onal annunci ator. systems.

o Operator Interface: The DAS has been demon-

strated to give the necessary information

through CRT displays. The DAS operates

automatically without operator assistance.

o Data Base Modification: A first step toward a

data base generator has been taken during

this project.
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o System imp1ementation: A demonstration

type DAS has been implemented on commnly

available minicomputers and integrated with

a PWR plant simulator. The hardware require-

ments are co~sidered to be modest and imple-

mentation is fairly straightforward. Analysis

time is less than a few (typically 2 or 3)

seconds. Two representative plant subsystems

have been analyzed and used for the testing.

Some 25 disturbances have been modeled for

the two plant subsystems and 9 of these

disturbances have been the subject for ex-

tensi ve testi ng.

o Cost of Implementation: The cost of a DAS

wi 11 oe determi ned by the scope of the sys-

tem or its implementation environment.

Never-the-l ess our experi ence suggests that
model development is the most expensive por-

tion of the process. However, this cost

may be shared between several plants if the

distunbance models are fairly similar for

these p 1 ants. Furthermore , the off-l i ne
disturbance analysis may provide additional

benefits si.nce a thorough off-line distur-
bance modes and effects analysis can give

valuable insight into the adequacy of the

plant design from an operational point of

view.

o Performance Eval uati on: The performance of

the integrated version of the DAS coupled

with C-E's PWR plant training simulator has

been evaluated by using experienced as well
as trainee operators. Although only gross

indications were sought, very positive ex-

peri ence has been gathered whi ch wi 11 be

valuable for future DAS developments.

A more comprehensive assessment of the results and

conc1usions of this work has been delineated in the
1 ~

EPRI Project RPS91-2 Final Report.

FUTURE DEVELOPMENTS

After the Tlr accident, disturbance analysis systems
1,2

have been frequently cited as"a potential means of

improving the safety of nuclear power plants. EPRI

and the US Department of Energy have initiated short-

;0



term scoping and feasibi1ity studies in this respect.

If a satisfactory degree of industry concensus can be

achieved, it is expected that an extensive deve10p-

"ment effort to develop a second generation Disturbance

Ana 1ys i sand Survei 11 ance System (DASS), wi 11 be under-

taken during 1980. As a minimum, such a system would

include techniques for:
o Proper interpretation and validation of key

process measurements

o Surveillance of subsystem configurations and

margins to Technica1 Specification limits

o Identification of plant mode of operation

and the integrated display of necessary state

information
o Ti me ly recogni ti on of di sturbances

o Assistance in monitoring operationa1 proced-

ures
o Evaluation of possib1e control actions prior

to initiation.
In addition .to a demonstration and wel1 validated en-

gineering methodology, the development of a DASS would

include an on-line design which could be adapted by

inåividua1 uti1ities to their specific plant design.
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1. Introduction
With the increasing size of nuclear power plants, the amount of indi-

cators on tr.e operating console has beçp.me larger, and the monitored
information has become more complex. ~ 1) Plant operators are required to
have a greater skill to grasp the plant state accurately.

The NUCAMM-80 (Nuclear Power Plant Control C omplex with
Ádvanced Man-Machine Communication) has been deveiõped to decrease
õperators iburden and to increase plant availability. In this paper, a
Plant Operation Monitoring System by computer based console, which is
one of functions in the NUCAMM-80, is mainly descrìbed. The aims of the
Plant Operation Monitoring System are:
(1 )to detect anomalies of the plant at an early stage,
(2) to give information on their causes or locations, and
(3) to give information on corrective actions.
This system consists pf five subsystems: s umm~)y ~tatus display,
system status monitor( \~), plant diagnosis system\J \4), automat).6) informa-
tion selection system 5 and conversational data access system~1 , and
works during power change operation and/or steady state operation.

The performance of the Plant Operation Monitoring System has been
tested by using anomalous process signals which are generatèd by super-
imposing the output signals of a dynamic simulator on the process data at
normal operation recorded at a commercial BWR plant. The results of the
performance test show that it works well, and it is expected that the system
is to be a useful implement for safe operation and to improve plant availabili-:
ty.

2. Outline of N UCAMM-80
In the NUCAl\1M-80 introduced are technologies about computer based

console, automatie operations, plant diagnosis , core performance and
monitoring advanced process computer system.

Photo. 1 shows the plant operator' s console of the NUCAMM-80.
The plant operator' s console consists of the cleanup demineralizer system,
the condensate-feedwater system, the primary loop recirculation system,
the reactor core and the monitoring of operating conditions, the turbine-
generator system, and the monitoring of core performance. The balance-of-
plant (B OP) console and "the reactor core cooling system' s console are
separated from the plant operator' s console.

Table 1 shows the comparison between the conventional console and
the NUCAMM-80. The plant operator' s console of the NUCAMM-80 is a
desk-top type by taking human engineering into consideration sufficiently.

The NUCAM-80 uses six color CRTs (Cathode Ray Tubes) in addition
to indicators and recorders for operators to grasp and to judge correctly
and promptly the plant operating conditions. A display of intensive
information on color CRTs is controlled by multi-computer system with
four computers (one is a standby). The number of switches on the plant
operator' s console of the NUCMUvl-80 are reduced to about 30% by
introducing automatic operations.

3. Plant Operation Monitoring System by Computer Based Console
Figure 1 shows the functional diagram of the Plant Operation Monitor-

ring System, which consists of fi ve S!Absystems: Summary status display
(SSD), system status monitor (SSM)~2), plant diagnosis system (PDS)(3)(4),
automatk information iselection (AIS) system(5), and conversational data
access (CDA) system.~6)
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Main functions required for plant monitoring systems are to detect
anomalies and give the information on the anomalies at an early stage in
order to prevent the unscheduled plant outage, and, for the situations of
reactor scram or accidents, to give the information on the plant situation
to make the damage as small as possible. The Plant Operation Monitoring
System presented in this paper has been designed mainly for offering the
former function.
(1) Detection of anomalies

Anomalous situations could be classified into two categories
(A) slow aggravation of performance of plant components, and
(B) rapid progress of anomalous situations.

The funetions to detect the situations (A) are Usually called "diagnosis" .
Some of the proposed methods of plant diagnosis are the model comparison
method and the noise analysis method. In the Plant Operation Monitoring
System, the model comparison method has been employed, which is suitable
for on-line and real-time uses, as well as for identification of causes of
anomalies . The PDS involves a set of linear dynamic models for each plant
subsystems and is convenient for monitoring each plant subsystem. On the
other hand, the SSD has the rather simple models describing the balance
of whole plant state, and is designed for grasping the whole plant situation
at a glance.

For the situations (B), the PDS and the SSD are, of course, useful
inplements, which monitor the performance of plant components. At the
same time, it is important to maintain the process variables, such as
feedwater pump speed, core pressure , etc., within the specified safety
regions. An index representing the closeness of process variables to
their alarm or scram levels has been introduced, so that the operators
can get the information on the anomalies in advance of occuring of alarm or
scram. The SSM has been developed for this purpose .
(2) Identification of anomalies and taking corrective actions

The man has the greater ability of intensive judgement, however,
has the less capability of large data processing. The machine or computer,
on the other hand, can process the larger amountof data at high speed,
however, its decision is limited by algorithm prepared in advance. For
the decisicon-making of identifying anomalies and taking corrective actions,
it is important to introduce man-machine cooperation to maximize the both
performances of man and machine.

The AIS and the CDA have been designed to realize the effective
cooperation of man and machine. The AIS selects automatically the informa-
tion, which might be helpful for operators to understand the plant situation
and to take corrective actions, by the algorithms simulating the decision
process of skillful operators. It is triggered by the PDS, the SSD and
the SSM, as well as the conventional alarm system.

The CDA realizes the efficient man-machine communication, by which
the operators can select the desired information for their decision-making
by the conversational mode.

Some explanation of each subsystem is given in the follow ing chapters.
Photo. 2 shows the computer based plant operation monitoring consòle

developed in this study. The process computer system (HIDIC-80) with
consolidated modular engineering technology is used for the Plant Operation
Monitoring System, except for the SSD and the SSM, in which four micro-
computers are used to process the data and to control the operation panel
and the display.
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3.1 s.ummary Status Display
The SSD monitors twelve process signals representing the whole plant

state and displays the deviation of these measured valuesfrom the reference
values as a pattern of bright spots with the upper and the lower limits.
The operator can grasp easily the difference from a normal operating condi-
tion by monitoring the displayed pattern.

The standard signals to calculate the reference value are the main
steam flow and the speed controller outputs of the primary loop recirculation
pump. Table 2 shows the monitored signals and the method to calculate the
reference values in the SSD. These are obtained by fitting the rneasured
values at the steady state operating conditions of the various reactor power
levels for a commercial BWR plant of 2381 MW core thermal power. The upper
and the lower limits are set to aid operators to grasp the plant state and
to detect an anomaly. These limits are determined from the fluctuation
during the normal operating conditions and the alarm levels"

3.2 System Status Monitor (2)
The SSM monitors intensively the change of operating performance

for each plant component, such as pumps, turbines, valves and so on.
Figure 2 shows the functional diagram of the SSM. The characteristic

indeces are used for monitoring, which are defined as the probability
whether the component can be continued to operate or not. Each component
has a few observable signals, such as temperature, pressure , flow rate,
vibration and so on, each of which represents the operating performance of
the component. The characteristic index is normalized by the level which
the component can not be continued to operate.

A maximum characteristic index on a component is picked up through a
maximum value gate. In order to make monitoring simple, another
maximum characteristic index in a subsystem is detected through a next
maximum value gate, and is displayed by a bar graph on CRT. When the
characteristic index arrives at the trigger level which is a certain value
between zero and unity, a trigger signal is sent toUle automatie information

selection system.

3.3 Plant Diagnosis System(3)(4)
The PDS detects anomalies of the plant components at an early stage

and idEmtifies their locations or causes.
Figure 3 shows the conceptual diagram of the PDS "hich has two

processing stages. The first stage is to calculate the differences € 1. ,
called the error signals, between observed process variables and correspond-
ing variables estimated by the linear dynamic models. The error signals
are nearly equal to zero under the normal condition, assuming that the models
are weIl adjusted to simulate the behavior of the plant subsystem. And one
of the error signals, at least, becomes far from zero under an anomalous
plant condition. . At the second stage, the block monitoring index Bi is
calculated by taking the minimum error signaL. The performance change of
plant components is indicated by change of the corresponding block monitor-
ing index. In the PDS, sixteen error signals are calculated and twenty
block monitoring indeces, i. e. the subsystem are devided into twenty.

3.4 Automatic InformationSelection System (5)
The AIS system is triggered by the SSD, the SSM, the PDS and the

conventional alarm system and automatically selects the imformation
helpful for the operaters to identify the detected anomalies and to take
corrective actions. Conceptual flow diagram of the AIS system is shown
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in Fig. 4.

The AIS system selects the inforrr.ation which has the highest grade.
The grade is determined, in advance, for each anomaly to be detected by
the monitoring sub-systems or the conventional alarm system on the basis
of the grade of damage to a plant. The anomalies are graded into four clas-
ses. The highest one is a reactor scram or an anomaly that simultaneouly
causes a reactor scram, such as a turbine trip. The second one is an
anomaly that may cause a reactor scram without quick and exact corrective
actions, such as a reactor feedwater pump trip. The third one is an anomaly
that may bring main component trips without exact corrective actions, such
as malfunction of compònent cooling pumps. The lowest one is an anomaly
that proves apresage of a component malfunction, such as high temperature
of a bearing. Ir the detected anomalies have the same grade, the AIS
system selects the information about the anomaly which has the plant da ta
nearest to the operation limit such as the alarm level or the trip leveL.
The selected information for each anoæaly is tabulated in advance from
operation manuals, results of plant dynamic analysis and so on. For example,
in the event of turbine trip, main process data such as turbine speed,
reactor water level and reactor pressure are selected and displayed with
the information about the conditions of main components: opening and clos-
ing of main isolation values, relief valves or bypass valves. Furthermore,
sequence of major events are also displayed: major events mean a turbine
trip, a generator trip, a reactor scram and so on. The selected informa-
tion is displayed on the color CRTs by system flow diagram , trend graph,
bar chart, message or com bination of these.

3.5 Conversational Data Access System (6)
In the conversational information display, the plant data access procedure

is devided into three levels in a hierarchical structure, in accordance w ith
process system and operational mode. The da ta access keyboards consist
of the access procedure control button, the ten-keys for designating the
desired information, and digital display demand buttons. The operators
can access the desired data, and can grasp the plant condition at any time.

4. Performance Test
The performance of the Plant Operation Monitoring System has been

tested by using anomalous process signals, which are generated by superi-
mposimr the output signals of a dynamic simulator on the process data at
nomal operation recorded at a commercial BWR plant.

The manual trip of the turbine driven reactor feedwater pump A

(TDRFP-A) due to decrease of the suction flow and the automatic start of
the motor driven reactor feedwater pumps A and B (MDRFP-A, B) were
simulated at the performance test. Figure 5 shows the performance test
results of the Plant Operation Monitoring System.

For decrease of the suction flow on the TDRFP-A, the PDS, the SSD
and the SSM detected anomalies in order of sensitivity. Photo. 3 show s the
display example for anomaly detection of the SSD. In the first request by
the operator, the AIS system selected data set of the TDRFP-A related with
the anomaly detection of the SSM, which was the highest grade. Phot. 4
and Photo. 5 show the display examples for data set of the TDRFP-A and
anomaly detection of the SSM, respectively. The TDRFP-A was tripped
manually by the operator from the displayed information selected by the AIS
system. Then, in the SSM, the TDRFP-A was removed from monitored
component, and the MDRFP-A, B were added to monitored components.
The monitored result of the SSM and the 'feedwater flow in the SSD returned
to its normal level after the MDRFP-A, B automatic start. The operator
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selected data set of the MDRFP by the CDA system, and confirmed normal
startup of the MDRFP-A,B. Photo. 6 shows the display example for data
set of the l\1DRFP-A,B. Then, to take the information on causes, the
operator selected the trend graph of various signals by the CDA system.

The Plant Operation Monitoring System detects anomalies immediately
after the decrease of the TDRFP-A suction flow, and gives the operater
the location which has the highest grade. Therefore, the operator was
able to trip manually the TDRFP-A, and the MDRFP-A,B were started
automatically at about 20 sec. As the results, the reactor water level was
controlled to about 680 mm, and the reactor scram could be prevented.

If the only conventional monitors, such as alarm system, indicators
and recorders were available, it might require more time to detect anomalies
and to take corrective actions. When the manual trip of the TDRFP-A by
the operator and the automatic start of the MDRFP-A, B were later than about
30 sec, the reactor might be scramed because of the "reactor water level
low" (the scram water level is 273 mm).

5. C onclusion
The Plant Operation Monitoring System by computer based console

has been developed. The system consists of five subsystem.: summary
status display, system status monitor, plant diagnosis system, automatie
information selection system and conversational data access system.

The performance of the Plant Operation Monitoring System has been
tested by using anomalous process signals, which are generated by superi-
mposing the output signals of a dynamic simulator on the process da ta at

normal operation recorded at a commerical BWR plant. The results of the
performance test showed that it works weIL.

it is expected that the system is to be a useful implement for safe
operation and to improve plant availability.

Acknowledgement
Apart of this study was conducted in the course of the joint research

pro gram of Tokyo Electric Power Company, Chubu Electric Power Company,
Chugoku Electric Power Company and Hitachi, Ltd..

The authors would like to thank Drs.K. Taniguchi and S. Yamada of
Energy Research Laboratory, Hitachi, Ltd., for thèir encouragement
and support to this work. The authors also express their gratitude to Dr.
K. Takumi of Power Generation & Transmission Group, Hitachi, Ltd.,
Messrs. H. Maruyama and H. Kitanosono of Omika Works, Hitachi, Ltd.,
for their constant support during the course of the research.

References
(1) M. H. Raudenbush, "Human Engineering Factors in Control Board

Design for Nuclear Power Plants", Nuclear Safety, 14(1), 21",26
(1976)

(2) S. Kobayashi et aL., "Experience with Computer Based Systems
Applied to Boiling Water Reactor Power Plant", Preprint of Enlarged
Halden Program Meeting (1977)

(3) K. Kato et al., "Anomaly Detection Systerr for Nuclear Power Plant",
Symposium of Power Plant Dynamics, Control and Testing, held in
Knoxville, Tennessee (1973)

(4) F. l\furata et aL., "Development of a Diagnosis System for a Boiling
Water Reactor", Nuclear Technology, 44,104..117 (1979)

(5) S. Kishi et ale "Plant l\fonitoring by Color CRT Displays for Boiling
Water Reactor", Hitachi Review, 25 (8), 265,,270 (1976)

(6) S. Iùshi et aL., "A Conversational Data Access Procedure for CRT
Operator Consoles" IEEE Trans. on l\uclear Science, N S-22 (1975)



- 241

CONTROL OF

CLEANUP

DEM I NERALI ZER

SYSTEM

CONTROL OF

(ONOENSATE-

FEEOWATER

SYSTEM

CONTROL OF

PRIMARY Loop

RECIRCULATION

SYSTEM

CONTROL OF REACTOR (ORE CONTROL OF

TURBINE ANO

GENERATOR

SYSTEM

MON I TOR I NG OF OPERAT I NG

CONOlTlONS

MON !TOR I NG OF

CORE PERFORMANC E
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Table 1 Comparison between Conventional Console and NUCAM-BO

Item Conventional Console NUCAM-BO

k
i '. -"

_/~-- ,
r------7 m -..--

~Configuration

Board Desk-Top Type

Instruments CRTs: 1-2
Indicators: 320
Recorders: 30

Instruments CRTs: 6
Indicators: 120
Recorders: 23

Computers: 4 (Multi-Computer System)

Core Performance Calculation

Prediction of Power Distribution

Plant Operation Monitoring

(Display of Intensive Information)

Monitoring
Computers: 1

Core Performance Calculation

Operation Swi tches: 600 Switches: 200

Automatic Startup and Shut-down
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MAN-MACH I NE COMMUN I CAT I ON IN

EXPER IMENTAL REACTOR CONTROL SYSTEM

L i BÜRGER, Ei VÉGH

CENTRAL RESEARCH I NSTI TUTE FOR PHYS I CS, BUDAPEST

1 NTRODUCT I ON

Man-machine cornunication plays a vi tal role in control

systems because i t is not enough j ust to measure and control

a process, i t is also essential that an operator always be

weIl informed on the events within a short time. Here "short

time" means an interval within the order of an operator's

perception time.
This paper describes the man-machine interface of an

experimental control system of a WWR-SM research reactor.

This 5 MW reactor of the Central Research Institute for Phys-

ics, Budapest, has a computer system which has been operating

for 3 years. The configuration began operating in 1976 as a

data acquisition system 1 l, 21 and i t has been playing an ac-
ti ve role since July 1978 131. In the control mode the com-

puter controls in DDC regime the neutron level and the outlet

temperature of the primary cooling circui t. The two DDC loops

operate more or less independently under the supervision of

a coordinator program which tunes their operation to the oper- .

ator' s requirements and to the actual state of the reactor

141 .

The configuration is based on an R-IO small computer

which is the licenced Hungarian version of the French MITRA-15.

The system needs 24 Kword core memory 116 bits word lengthl

and a fixed head disc with 800 Kbytes capacity. The used real-

time operating system is the PROCESS-24K program package 15/.
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This paper provides an overview of the rnan-machine interface

of the system but i t is mentioned that the colour display

programs are not yet complete.

DAIA SIRUCIURES

Thecomputer system must provide information on the in-

stantaneous values of measured/ calculated variables and alarms,

moreover on the history of selected variables. These two

types of data recording need two different data structures,

namely
a core resident data base where the instantaneous

values and existing alarms can be accessed in a

random way,
a disc resident buffer wi th sequential organization

for storing the history of the past.
The core resident memory is di vided into two parts, viz.

a prirnary data base stores the instantaneous values
of the variables,

a secondary data base reflects the resul ts of the

alarm analysis.

For practical reasons the primary data base is divided

into pages of 256 bytes. Each page is assigned to a group

which contains programs wi th the same starting condi tion.

There is room for 48 variables on a page; each variable has

a 4-byte long floating point value and a flag byte. The latter

records the states of the variable, i.e. alarm limit viola-

tions, invalid measurements, etc. In the core resident da ta
base there are 48 pages. The structure of a page can be seen

in Fig. 1.

In the secondary data base a double word is assigned to

every alarm event taking part in the alarm analysis. The

structure of a double word is presented in Fig. 2. The first

byte reflects if the alarm actually exists and if i t is valid
/ i t is possible that an alarm is invalid when, for example,
the relevant measurement is inhibi ted/. The next byte points
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to the first alarm tree on which the alarm event appears. The

last two bytes store the identi ty code of the event. The sec-

ondary data base can store 640 alarm events.

When past events are required, the time resolutionof

the records depends on the age of the event in which the oper-

ator is interested. Our system has three memories for the

past
a short range memory wi th a time span of 15 minutes;

a time resolution of 4 sec,
a medium range memory with a time span of 1 hour¡

a time resolution of 20 sec,

a long range memory wi th a time span of 4 hours;

a time resolution of 60 sec.

All three of these memories are circular buffers, where

the newest sampIe overwri tes the older one. Every sampIe is

one sector long 1256 bytesl and can store 48 variables. The

first 4 variables to be recorded can be selected by the oper-

ator so their identi ty codes are stored in the sampIe . The

other variables are system constants, they are stored in an-

other table. The structure of a circular buffer is shown in

Fig. 3.

The data transfer among the different memories is pre-

sented in Fig. 4. The primary processing Imeasuring, scaling,

validi ty checking, alarm checking, etc. 1 produces a primary
data base. When an alarm occurs, the alarm analysis program

is activated and this reflects the actual state of alarms in

the secondary data base.

A sampIe is composed every 4 seconds from the da ta of
the primary data base and every sampIe is stored in the short

range buffer, every 5th sampIe in the medium range buffer and

every 15th in the long range one. Every half hour the last

sampIe of the long range buffer is stored in a temporary, so

called, "day" buffer. At midnight the contents of the day

buffer li.e. 48 samplesl are archived on magnetic tape.

The contents of the short range buffer are also recorded

when a "post-mortem event" occurs. A program archives the short
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range' buffer 7 minutes after the "post-mortem event", in this

way the 8 minutes preceeding and the 7 minutes after the in-

cident can be analysed later.

DATA PRESENTATION

Because people are generally visual types, the most

convenient device for the presentation of data to operators

is the CRT display. In our case there are three CRT' s built

into the control desk, two of them are alphanureric, the

third is a semigraphic colour device. Data-presentation sup~

porting the operator' s work in the normal reactor state is

di fferent from that in the abnormal state. In the normal state
the data must be able to control the momentary values of the

most important technological measurements and to gi ve a general
overview on the trend of the change of several very important

variables. In abnormal operating states the presented data

must gi ve a cornplete image of the state of the plant and i t

must help the operator' s decision. The first alphanureric

display serves to present data in normal states, the second

one is the "alarm" display. The serographic CRT is used fOr

trend and mimic diagrams .

DATA PRESENTATION IN NORMAL OPERATING STATE

The pictures presented in normal operating states are

the following

different kinds of technological logs on the first

alphanumeric display, in tabulated form,

mimic diagrams of the technology containing the

relevant information and coloured according to the

existing alarm state,
trend diagrars : simul taneous plotting of 2 functions
against time.

The last two diagrams are presented on the semigraphic

colour display.
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The technological logs contain

data of different parts of the reactor / zone, primary

and secondary coolan t circui ts, pumps, etc. / ,
data necessary for certain procedures / start-up,
change of power level by DDC control, etc. / .

Easeof survey was our main point of view when construc-

ting these' logs therefore the actual values of the collected
variables are presented in analogue jhistogram/ and in numer-

ical form. An example is shown in Fig. 5. The opera tor is

able to select from these pictures by using a set of

pushbuttons. The values of the picture will be updated auto-

matically wi th a 15 sec cycle time. Updating is rapid because

only those elements to be modified are sent to the display.

The mimic diagrams have a similar purpose to the techno-

logical logs, but in this case the values are shown only in

numerical form wri tten into the technological scheme of the

relevant part of the reactor. Fig. 6. is an example of this

form of presentation.

The colour of the different elements on the scheme may

change according to the operating state, e. g. the colour of a

valve symbol is red if it is open, white if it is closed.

The colour of a numerical value depends on i ts alarm state.
The method of picture selectiOn and cyclical updating is'

the same as for technological logs.

The used colour display uni t has a diagram plotter option

which thereby enables i t to plot 4 diagrams against time wi th

different colours. The plotting occupies only apart of the

CRT /256x256 points from the 448x288j, and it is possible to

superpose it on a picture occupying the whole screen. The

display hardware contains 4 separated memories /256 bytes / to
store the data of the 4 diagrams . The contents of the memory

cells may be shifted when a new data i tem is sent into the

last cell. In this way i t is possible to represent the change

of variables against time. Two kinds of trend logs may be

presented on this display:
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a/ short trends of optional two variables selected by

thurwheel swi tches from the whole set of measure-
ments,

b / short, medium, long or archive trends of two vari-

ables selected by thurwheel switches from the

group of variables whose previous values are stored

in the circular buffers.

In case a/ the values of two selected variables are

collected only in the display buffers. The loading of these

buffers is independent of visualization, i t is performed wi th

15 sec cycle time. Having requested the trend diagrar, the

operator sees the contents of these buffers, i.e. the values

of the variables in the past 1 hour, approximately. After

15 sec new values will appear at the top positions of the dia-

grams and the other values will therefore move downwards on

the screen.

In case b / the operator may choose from among the

different circular buffers. Then the data referring to two

selected variables from the whole content of the chosen buffer

is loaded from the disc into the display memory and presented

on the screen. In this case there is no cyclical updating.

If the archive log was selected, the operator has to in-

dicate the date of the archivations of the desired values.

This can be done by another thurwheel switch. The data of

5 days beginning wi th the gi ven date are then loaded from the
tape into the memory, and presented on the CRT. An example

of the trend log presentation is given in Fig. 7.
It is possible to make a listing of the contents of the

just presented trend logs on the line printer.

DATA PRESENTATION I N ABNORMAL OPERATI NG STATE

Three kind of data presentation support the operator' s
work in this ca se :

the alarm list, containing all the variables which

violated their limits and the deductions of the alarm

analysis,
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the alarm-trees, showing the operator the "alarm

patterns" from which the deductions were made,

the post-mortem log, containing the values of the

selected variables before and after the post-mortem

event with 4 sec time resolution.
Allthe actual alarms are enumeratedon the alarm list.

Fresh alar~s, which are not already acknowledged, are marked

with a "+" sign. If the alarm analysis program analysing the

actual alarm pattern finds the possible cause of the abnormal

si tuation, i t is presented in the alarm list as weIl. A hard
copy is made from the contents of the list on the typewri ter

making the "event log".

Only 12 alarms can be presented on the screen of the

"alarm" display. If the alarm list is longer, the operator

can fold i ts pages in a forward or abackward direction.
The operator can see the logical construction from

which the presented cause was deduced. On the CRT only thé

alarm trees containing actual alarms and deductions are pre-

sented. If the binary tree has more than four levels /15

nodes/ it is divided into parts and so presented. The operator

is able to fold the pages of this book of alarm trees using

pushbuttons.
In our system there are about 100 analogue measurements

and approximately 100 digital state marks so the size of the

alarm trees is generally not enorrous, consequently the

supression of too many data from the analysis is not one of

our problems.

The data collected just before and just after the post-

mortem event are listed on the line printer only, they are

then archi ved on magnetic tape for further analysis.
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Abstract

The experimental version of the STAR system has been installed at the
Grafenrheinfeld Nuclear Power Plant. This paper outlines the functional
requirements and the functional layout of the state of the art disturbance
analysis system. To supply some orientation for potential users, the mini-
mum hardware equipment is shown for the on-line system. There are
special time constraints imposed on the performance of the analysis. These
are different for each plant subsystem to be analyzed. the paper also

singles out those plant subsystems which are particularly apt for disturb-
ance analysis. Another topic will be user aspects in handling the disturb-
anee analysis system as weil as ergonomie considerations.

A praetical example of a plant system, a disturbanee and the on-line
analysis of this disturbaneeis presented. This example is also meant to

inform the participants about a STAR demonstration whic.h is planned at

the end of this meeting.

tThe authors are deeply moved by the sudden and unexpected death of

their friend and eolleague Dr. Rainer Grumbach.
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1. Basic objectives and functional reguirements

Owing to severe safety regulations in nuclear power plants, an extraordi-
nary amount of instrumentation is necessary to guarantee a high safety
standard. A large portion of the signals coming from. the instrumentation is

input to the reactor protection system and an even larger portion is avail-
able in the control room. The excessively large amount of information given

to the operator in nuclear power plants is a consequence of quantitative

upgrading control rooms of conventional power plants to meet the require-
ments in nuclear power plants, disregarding the fact that this might cause
problems in the Ilman-machine-communicationll.

To improve the man-machine-communication interface, there are basically
two problem areas to be investigated.

These are

the development of computer based systems to assist the operators with
processing the vast amount of information
the development of an advanced control room concept which comprises.

and integrates modern systems for control and surveillance, to take full
advantage of the operators capabilites and to optimize the operators

performance/7/ .

*
The STAR system the paper deals with can be considered to be one func-
tional module in such a future control room. The STAR dis1;urbance analysis

system has been designed to improve both plant availability and plant
safety.

Plant availability will be increased because the disturbance analysis system
is to inform the operator about disturbances at their very beginning, so

that he can take appropriate corrective action to prevent unnecessary

shutdown. There is also a significant gain in reactor safety, since the
disturbance analysis system may reduce thermal and mechanical stress on
components and equipment, and because it is likely that disturbance situa.,
tions may be recognised and precautions taken before they develop ¡nto

severe incidents. TMI-2 serves as a good example here.

*
Abbreviated from Störungsa.nalysei:echner (disturbance analysis computer)
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The objectives of the STAR disturbance analysis are:

to recognise plant disturbances , depending on the plant mode of opera-

tion, as early as possible, determine the prime causes and the possible

consequences, and provide information about the processstatus.

If it is unambiguously possible, the best or suitable recovery action
should be given to the operator.
The operator must be involved in the analysis procedure, i. e. he must
be able to select from the information available, rather than the infor-
mation be forced upon him; the operator should also be able to supply
information to the disturbance analysis system, which can not be as-
sessed by instrumentation.
The information about the process data and the disturbance should be
supplied within a reasonable amount of time, i.e. the analysis must be

performed much faster than the disturbance propagates .
The quality of the information displayed to the operator should be im-

proved by a disturbance analysis system, relieving the operator from
nuisance information.
Making extensive use of process computer resident data bases comprising

apriori information about expected disturbance propagations , and ope-

rating and maintenance instructions.
The disturbance models (cause-consequence diagrams) have to be suffi-
ciently complex to properly represent the process and yet simple enough

to be unambiguous and to be analysed quickly.
The models should be flexible so that they can be extended or modified
easily, which may be necessary due to experience gained.
The methodology Iying behind the models should be sufficiently general
so that it can be applied to any kind of technological process.

The models produced for similar plants should not contain significant
differences to allow the transfer from one plant to another without ex-

cessive costs.

With the testing and the installation of the STAR disturbance analysis

system in the Grafenrheinfeld Nuclear Power Plant it was shown that the

above mentioned objectives and functional requirements were met. How-

ever, only a long-term performance evaluation /1/ will uncover whether or

not the anticipated impact on safety and availability was justified.



- 266 -

2. Necessary hardware reguirements

In the Grafenrheinfeld STAR system there are three computersused for
performing all necessary functions. This, however, has a political rather
than a technical background.

The on-tine process data are obtained from the plants supervisory computer.

This is because it was the simplest and cheapest way to connect a disturb-
ance analysis system to a nuclear power plant under construction, where

planning was completely independent of the application of a DAS. Further-
more, it was relatively easy to guarantee that there will be no backfittings
from the DAS to the control system. For disturbance analysisthere are
two computers in Grafenrheinfeld . One is mainly concerned with the analy-
sis, the other with communication and display functions. The reason for

two computers is just owing to the cooperation between Institutt for Atom-
energi ahd Gesellschaft für Reaktorsicherheit, who have developed the

ALKOM and ALSAN modules resp. quite independently. The result was a
significant saving in development costs for the pilot project.

The actual system set-up is shown in detail in /1/. It is envisaged, that,
to gain all the more experience with a DAS, the STAR system should be
applied to another plant, of a similar type as the Grafenrheinfeld plant,

but one which is operational. Since the ALKOM and ALSAN modules are
completed by now, they will be integrated and implemented on one computer

system.

The size of this process computer system will be in the range of 128 K

words and a 10 MB disk unit. The computer will be connected to the plant
instrumentation directly. and thus does not need the data-base of the
supervisory computer anymore. As in the present set-up two display

controllers and two colour cathode ray tubes are considered sufficient for
disturbance analysis.

The objectives of a second STAR application are not only to increase the
amount of data about usefulness of a DAS but also to test new techniques
concerning software validation. The ALSAN and ALKOM .modules will be one
integrated part and will be translated into the high level process lan-

guage PEARL /6/. This will also ease transferability to other plants and
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computer systems. Experience in the application of PEARL to problems of
disturbance analysis is an anticipated and welcome by-product.

3. Plant systems analysis and plant models

The analysis of component failures and disturbances in nucfear power

plants or at least parts of the plants by a process computer is achieved by

examining cause-consequence diagrams wh ich have been designed for the
respective plant subsystems and which are on-line supplied with process
signals. The cause-consequence diagrams can thus be considered models

for possible disturbance propagations within a certain plant subsystem or

disturbance propagations into other subsystems.

The construction of the cause-consequence diagram begins with a thorough

systems analysis of those subsystems which are of particular interest to
the objectives of disturbance analysis. Systems analysis must be carried

out very carefully, since the results of the on-line disturbance analysis

may crucially depend on a match between anticipated and occurred flow of
events during a disturbance situation. Special attention is to be focused on
the problem, that there must not be any erroneous information to the

operators even in extraordinary process statuses, by analog or binary

signal failures or during disturbances fading away.

Systems analysis is based on general knowledge of the behaviour of nuclear

power plants li ke evaluation of reports on disturbances and results gained
during the commissioning phase, knowledge of technical functions and cha-
racteristics of, say, pumps, turbine, generator etc., knowledge of the

control system and experience gained in the construction of plant simula-
tors. There is no IIgeneral purposeIl plant model which could be used in all

nuclear power plants, therefore, plant specific documents Iike system de-

scriptions, function schemes and circuit diagrams are a necessary prere-
quisite.

Of major interest is .the validation of the cause-consequence diagrams . At

the moment this is done by cross-checking the cause-consequence diagrams

by several independent specialists and by testing the cause-consequence

diagrams on-line during the commissioning phase of the nuclear power
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plant. There are however, ways and means being investigated of how a
validation of the cause-consequence diagrams can be systematized and

partly automated/8/. Detailed information about the structure and the
construction of cause-consequence diagrams has been given in earlier
repor"ts to which the inclined reader is referred/2, 3/. At the time being

there are for the Grafenrheinfeld STAR application five systems contained

in the non-nuclear part of the plant for which cause-consequence diagrams

have been constructed. These systems are

the main condensate pumps

the main feed pumps

start-up and shut-down pumps

secondary cooling water Joop

conventional component cooling water system.

The five systems modeled here comprise appoximately 700 events which

have a logical or chronological relationship .

Sampie cause-conseguence diagram

A simple example is used in the following to describe a cause-consequence

diagram and the result of the disturbance analysis, should there be a dis-
turbance in the system concerned.

Fig. 2 shows a small part of a cause-consequence diagram for the main

condensate pumps (fig. 1).

A basic assumption is that the drains pump for the low pressure feed

heater is either switched off or in repair (event 3). If there is a tube

break in the low pressure feed heater or a spray degasifier in the feed
water tank is lost, this event cannot be verified by process instrumenta-

tion (this is specific to the Grafenrheinfeld application, other plants may

have instrumentation for determining the occurrence of such an event¡

however, cause-consequence analysis mayas a by-product detect gaps in

the process instrumentation). However, there will be an increase in the

water level of the feed heater. This increase will continue until a first
limit is reached (event 8). This is the first observable event from which

the disturbance analysis system will conclude that the primary cause can

only be the tube break in the low pressure feed heater (event 4). At this
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point already, appropriate corrective actions could be taken. In case the

corrective action is not be taken the water level will continue to rise and
will exceed a second limit (event 12). The control system automatically

isolates the defective low pressure feed heater after the second limit has

been exceeded and the appropriate pre-heater will be by-passed. This may
not be successful, in which case an emergency shut-down of all main

condensate pumps is imminent. The operator will be notified about this
situation byan appropriate message. In the Grafenrheinfeld Nuclear Power

Plant the status of the valves for the pre-heater by-pass is not available
on the process computer and there is only the operator to know whether

or not the pre-heater by-pass was successful. The disturbance analysis

system therefore asks the operator an appropriate question (event 14).
The operator can answer the question because there are signals in the
control room about the status of the pre-heater by-pass. The question is
answered by means of a special keyboard in the disturbance analysis
system. If the preheater by-pass was unsuccessful there will be still
continued increase of the water level in the low pressure feed heater

which, after the excess of a third limit causes the automatic shutdown of

the two operational main condensate pumps and prevents that the standby
condensate pump will be started . As a consequence the feed water tank
will be emptied by and by, which eventually leads after some time to the
shutdown of the main feed pumps.

Formal description of thecause-conseQuence diagram to be input to the
model generator MOGEN

Cause-consequence diagrams cannot readily be input to the process com-

puter. They have, therefore, to be translated into a form suitable for
electronic processing. For this purpose the model generator program MOGEN
has been devised/4, 5/. The method used here also guarantees, that the
cause-consequence diagrams stored in the process computer can be adapted

to the latest status of plant instrumentation, or to revisions in systems

analysis. Table 1 gives as an example the verbal description of the cause-

consequence diagram shown in fig. 3 (for the main condensate pumps).

The formal description is based upon some easily apprehensible rules and
does on one hand not impose any burden on systems analysts and onthe
other can be processed by the model generator program . Our experience

proved the average learning time being approximately one day for even a
data typist.
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Table 1: MOGEN descripticn cf the example in fig. 3
System: 'Hain Condensate System':

Event: 1
Documenta tion:
Properties:

Successors:

Event:' 2

Documentation:
Properties:

Successors:

Event: 3
Documentation:
Properties:
Successor:

Event: 4
Documenta tion:

Properties:

Successor:

Logicunit: 5
* OR -k
In: E-2, E-3
Out:L-6;

Lögicunit: 6
* .AN *
In: E-4, L-5
Out: E-8;

Event: 7
Documentation:
Properties:

Successor:

Event: 8
Documentation:
Properties:

Successor:

Logicunit: 9
'¡" NOR *
In: E-7
Out: L-10;

i Outage of two spray degasifiers' ;
Deduced by E-8 & E-30,
Prime-Cause;
E-8, E-30;

i Level Controller
Deduced by E-8 &
Prime-Cause;
L-5;

for drain A3/ND2 disturbed';
E-30 & E-3,

'Drain pump switched off' ;
Bit-No = XXXX;
1-5, 1-10;

'Tube Break in 1.P. feed heater A3/ND2
OR Outage of one spray degasifier' ;
Deduced by E-8 & E-30,
Prime-Cause;
L-6;

'Emergency drain A3/ND2 closed';
Deduced by E-12 & E-3,
Prime Cause;
1-9, L- ii;

'Level in L.P. feed heater A3/ND2 HIGH';
Bit-No = xxxx,
Alarm;
1-10, L-11;



Logicunit: 10
* AN ~'c
In: E-3, E-8, L-9
Out: E-12;

Logicuni t: 11

* AN 7:
In: E-7, E-8
Out: E-12;

Event: 12
Documentation:
Properties:

Suecessor:

Event: 13
Properties:

Suceessors:

Event: 14
Documenta tion:

Properties:
Suceessor:

Event: 15
Properties:

Event: 16
Documentation:
Properties:

Suecessor:

Event: 17
Documenta tion:

Properties:

Event: 18
Doeumentation:
Properties:

Event: 19
Doeumentation:
Properties:
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'Level in L.P. Feed heater A3/ND2 VERY HIGH';
Bit-No = xxxx,
Alarm;
E-13;

Message: 'Automatie shutdown of all main eondensate
pumps if feed heater A3/ND2 is not bypassed';
E-14;

'Feed heater bypass A3/ND2 in operation?';

Question to operator;
YES: E-15 NO: E-16;

Message: 'Continued plant operation with
bypassed feed heater A3/ND2 t ;

'Level in L.P. feed heater A3/ND2';
Bit-No = xxxx,
Secondary-Cause;
E-17, E-18, E-19;

'Shutdown of Main Condensate Pump 1';
Bit-No = xxxx,
Alarm;

'Shutdown of Main Condensa te Pump 2 t ;
Bit-No = xxxx,
Alarm;

t Shutdown of Hain Condensate Pump 3 t ;
Bit-No = xxxx,
Alarm.
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4. User aspects and ergonomic considerations

During the last decade industrial processes have grown more and more
complex due to the higher level of automation and the new environmental

and safety demands. In such processes disturbances or alarm situations
can arise which the control room personnel may find difficult to get a
general view of.

The plant operators can at one moment handle one or a relatively small
amount of alarms emerging from the conventional alarm monitoring systems;
however, in these complex processes it is indeed possible that alarge
number of alarms can arise at the same time and then it will be difficult to
combine and interpret these alarms in order to define the process status.

The more difficult or complex the situation is, the more information is
flowing to the operator /7 /.

Today, there is a IIhuman-filterll built into this system, the operator con-
siders the alarm pattern, connects the different, events, then he reduces

the amount of data presented to hirn by an lIalarm-pattern-recognitionll
technique, and then he performs the proper actions.

When introducing a STAR system to a control room, one must be very
careful. Normally it should be regarded as apart of the process instrumen-
tation and as such it will be an integrated part of the control room. So

when the complex situation occurs, one must be sure that the STAR system
does not add one more problem to the operator when he is considering the
situation.

For the time being it seems to be a lack of a consistent and comprehensive

alarming philisophy. It seems therefore now to be the correct time to
introduce and utilize the advantage which the modern computer technology

offers in order to reduce the unnecessary information to the operators.

The alarm situation or disturbance could be digested by a computer prog-

ram instead of the control room personnei. The methods and the tools are
available. The STAR system is a starting poin't in this respect, it contains
many of the aspects for a consistent alarm handling and digestion proce-

dure before alerting the operator.
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Simulation mode could be performed - for instance - during shutdown peri-

ods. STAR should therefore beable .to operate - not only on real process
data, but also on data sets given by a simulator or instructor. This gives
an opportunity to train the operator both in the STAR system and in the

process behaviour of the specific process system.

It is important to point out that the STAR system does not solve all prob-

lems in the man-process interaction , it must be regarded as an aid - not a

law - because the computer can never be responsible for the safe operation
of a process.

5. The principle of operator diagnosis by the STAR system

The operator communicates with the on-line STAR system through the two
colour display screens, the function keyboard, the alphanumeric keyboard,

and finally the tracker ball/1, 9/. On one of the screens is normally the

alarm and summary picture presented and on the other screen is a detailed
presentation of the disturbance analysis from any subsystem. He can also
request different "question picturesll containing questions from the analysis

system to the operator.

Alarm and summary display

This mode of operation displays the alarms detected by the disturbance

analysis system. These events are earlier given the property alarm by the
systems analyst when he analysed the process. This means that only those
alarms which the systems analyst prefers to be displayed in a given situa-
tion is shown. (In other words, not every limit violation is shown).

These alarms are presented on the screen as text strings comprising in-
formation about:

name of subsystem reporting this alarm-
alarm text message.

Since the number of alarms can be greater than what can be contained in
one picture, the information can be chained into more pages. In the upper
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right corner of the picture, the current .number and the total number of

pages . are (isted. When the operator finds that there exist alarms from one
of the subsystems, he can requestthe DAS picture for that subsystem.

The disturbance analysis subsystem status picture

In this picture the operator finds the detailed information about the dis-

turbance status of a plant subsystem:

the prime cause of the disturbance

the possible consequence of the disturbance
the present status
the possible final event

a suggestion for counteraction

the questions given by the analysis system for the operator to answer .

This information is presented on the screen as text strings, messages,

wh ich the process analysts have connected to the different events at the
time when he analyses the process.

The question picture

There are three different pictures belonging to the question table handling.

The first one presents all the possible questions in the system with their

current status. The second one presents all the questions currently asked
by the analysis system, and the third one presents all trie questions an-
swered by the operator.

The dialog used in this picture has two entries:

QUESTION NO.:
ANSWER:

If the operator wants to answer a question coming from the analysis, he

can use the QUESTION NO and ANSWER fjelds to type the question number
and YES, NO or i 00 NOT KNOW.
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The operator message field

The feft part of the dialogue area shown in fig.3 is called the operator
message fjeld. Thjs area is used by the system to alert the operator with
messages or to answer some of the inquiries fram the operator. As an
example will the message:

There exist new analysis
results for the system

currently displayed on the

screen

be shown when the ALKOM system has received new data from the ALSAN
system concerning the subsystem wh ich the operator reads at the moment.

The reason for introducing this sort of messa-ge is that one does not want

the annoying redisplay of a picture when new data arrives just while
reading the tatest messages. Other messages which can appear, come fram

the question table handler and the alphanumeric keyboard handler.

Operator
message
field

"\

:- ~
I

CODE: -/.'-

I
Dialogue area

Fig. 3

The function keyboard is used to start a task. The buttons are coflected

in groups, each group representing a set of plant subsystems wh ich belong

naturafly together. Every push button is named according to what plant



- 279 -

subsystem or user function it represents. An important detail is that when
a button is pushed, a built-in tamp lights to indicate the execution of the
request. From each function it is possible to branch out to details by
tracker ball addressing. The details may either be a new picture or new

information in the one currently displayed.

The standard alphanumeric keyboard is used for writing directly in the
displayed picture, as apart of the communication conveyed through a

dialogue area with predefined dialogue text.

The dialogue text has a "dialogue"-colour while the operatoris input appears

in an "operator"-colour. When accepted by the input check software, the

"operatorll-colour is replaced by an lIacceptedll-colour. A feature of the
dialogue is that the keyboard has a tabulator function that automatically
moves the input cursor to the first position of the following input field
when the tabulator-button is pushed. The dialogue also includes error
messages, presented, when the input check software detects an operator
input error, for example a non-existing subsystem name, alarm number,

etc.

6. Conclusions

Disturbance analysis systems have been an area of research and develop-
ment with major efforts in the last five years. The results obtained so far
indicate, that the benefit from such a system may significantly increase
plant availability and plant safety. The STAR Grafenrheinfeld application is
the first one in a plant of the 1300 MWe class.

Parallel efforts on DASs in the U.S. /10/ and in Hungary /11/ as weil as
other places show, that there is a need for improving the quality of informa-

tion being given to operators in nuclear power plants.

Even though the developments have an advanced status there are many

problems yet to be solved. Validation of the cause-consequence models or

reducing the costs for construction of cause-consequence models will be a

major fjeld of interest in the next few years. The development in hardware
as weil as software technology will make improved tools for disturbance

analysis available.
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The application of colour CRT's in controt rooms of nuclear power stations
changes the outlook of control rooms as weil as the rôle of the operator.
The old annunciation systems are found to be inadequate for optimal
operator performance. Automatic tools are becoming flexible enough to be
adapted to human needs rather than the other way round. Man-machine-

communication must start with teaching the machine the human language.
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Abstract

The STAR disturbance analysis system is now installed in the Grafenrhein-
feid nuclear power plant and is connected, on-line, to the plant supervi-
sory computer. This paper describes the actual system set-up. The system

is now being subjected to a long term performance evaluation. Automatic

tools have been designed to partly support performance evaluation; these

will be shown in this paper. Another topic is the on-line analysis method

used in the STAR DAS. It is also shown how the user may program the
system to meet his specific ergonomic requirements.

tThe authors are deeply moved by the sudden and unexpected death of

their friend and colleague Dr. Rainer Grumbach.
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1. I ntroduction

The development of the STAR disturbance analysis system started as early
as 1974. As a basic functional modulethe ALSAN program has been de-
signed. The concept of this program was to use plant models which were

produced by the extended fault-tree methodology, the models being cause-
consequence diagrams 11/. In principle, the idea behind the system resem-
bled very much the one underlying the pioneering work of an alarm analysis
system at Wylfa and Oldbury power stations in the United Kingdom /2, 3/.
The U Kapproach, however, had certain drawbacks and has therefore
fallen below expectations. Computers had been applied, wh ich were costly
at that time and as a consequence storage capacity was smal!. The models

used were inflexible and their reliability was overrated.

The design of the ALSAN prototype system tried to avoid these short-
comings 141. The idea of a model generator system to ease construction,
modificationand extension of the models existed by then but it could not

be persued due to lack of "financial support. There was no ¡dea of how to

present the analysis results to plant operators, let alone human factors

considerations. There was no possibilty for application; an attempt has
been made to couple an analog computer to the analysis program but the
project hasbeen abandoned due to an excessively low cost-benefit ratio.

In 1975 then, cooperation was started with Institutt for Atomenergi (I FA)

which resulted in an application of a disturbance analysis system in the

Halden Boiling Water Reactor 15/. In this application the analysis system
was coupled to the operator communication system (OPCOM), developed by

I FA 111/. It was thus possible to display the analysjs results using colour
cathode ray tubes (CRT). Tests and demonstrations during this application
indicated that there was a significant gain in the quality of information

given to the operator which may have a strong impact on plant safety and
plant availability.

By the end of 1976 it was decided that the cooperation between GRS and

I FA should continue, aiming at a pilot installation in a German nuclear

power plant of the 1300 MWe type. Fortunately, Kraftwerk Union and the

Bayernwerk Utility could be interested in disturbance analysis due to the
successful experiments performec! at the Halden Reactor. The pHot disturb-

an ce analysis system (the STAR system) is now installed in the Grafen-
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rheinfeld Nuclear Power Plant /10/. This is a 1300 MWe KWU-PWR. It is

the first time that an advanced disturbance analysis system is applied to a

large nuclear power plant and it need not be emphasized that the applica-

ti on is of high significance with respect to the assessment of reliable

figures about the usefulness and necessity of a disturbance analysis system.

2. The Grafenrheinfeld STAR hardware and software set-up

For plant data acquisition, disturbance analysis and operator communication

three computers are allocated for the respective tasks.. (See fig. 1.1)

In a sampling time interval of about five seconds, the entire plant data
base, in the following called the complete process image of the plant, is

transferred via a fast data channel from the plant supervisory computer to

the analysis computer. The transmission speed is approximately 100 k

Bytes/s.

In the analysis computer the data selection and the disturbance analysis

are performed. The selected plant data, in the following called reduced
process image, will be saved on a magnetic tape.

On the analysis computer, all analysis results are transferred via a stand-
ard serial TTY link to the communication and display module where the re-

sults are presented to the operator on two colour CRTls in the form of
alphanumerical text strings.

The disturbance analysis computer hardware is shown in fig. 1.2. The

disturbance analysis computer is a medium sized process computer with

16 bit wordlength and 64 K words of magnetic core memory. It is equipped
with a 10 MByte disk for storage of the off-line generated plant models,
with a magnetic tape station, a line printer for producing hard-copies of a

variety of interesting data, a card reader, and a teletype.

The communication and display module consists of two colour display moni-
tors with appropriate semigraphic display controllers, a function keyboard,
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an alphanumeric keyboard, and a tracker balL. The module is contro/led by
another medium sizedprocess computer with 16 bit wordlength and 64 K
words of MOS-memory, provided with error checking and correction. A
floppy disk unit for data exchange and a 10 MByte disk for program

loading and for storage of the off-line generated alarm and analysis text

strings are interfaced to this computer.
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The plant supervisory computer is a large size process computer with 265

K words of core storage. The supervisory computer is part of a dual com-
puter configuration to meet high reliability requirements. The plant super-
visory computer system is a standard equipment of KWU-PWR plants.

3. The Model Generator

The models used for disturbance analysis are cause-consequence diagrams.

These cause-consequence diagrams are a representation of the plant behav-
iour during disturban.ces . Cause-consequence diagrams can be considered

to be a real-time on-line simulator, where the on-line data are to update

the simulator (corrector-step) and running the simulator (performing the

disturbance analysis) is the predictor-step. To achieve faster than-real-
time simulation the models have to be simple, but they must also be detailed
to such an extent, that the process is sufficiently represented and the

results of the analysis are useful. Cause-consequence diagrams meet these

requirements and have hence been adopted for disturbence analysis.

The cause-consequence diagrams are, however, also the most difficult and
costly part in the disturbance analysis system. This is mainly for two rea-

sons

CCD's cannot readily be used as computer data base,
the construction of a CCD requires the thorough knowledge of the

process.

The problem is that systems analysts, who have detailed knowledge of the

process are, in most cases, no computer specialists. They are therefore
unable to structure the data (knowledge about process behaviour) in such

a way that it can be efficiently used by a computer.

Some approaches /131, however, have prepared special formatted sheets,
where systems analysts can fill in the information about events and their
behaviour. For larger applications and in view of applications in different
plants, there may be additional information available or required. These
IIfill-in-the-blankll tables are very inflexible, above all in view of. exten-

sions, and in general every translation from one "languagell (also these

tables can be considered a language, however simple the syntax and the
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semantics may be) to another is a tedious, time-consuming and error-prone

task.

The approach to this problem in the STAR system aims at isolating plant
systems analysis from computers. Systems analysts should be given the

possibility of expressing their ideas in terms of mechanical and electrical

engineering. A language has therefore been designed to meet the require-
ments of systems analysts as weil as the computers.

Automatic
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Mode & Effects
Analysis

j
I

j
I

I'--------

--- Systems

Analysis

Cause -

Consequence -

Diagrams

generator

Cause-
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Descriptions

Model

Data ba ses for
Analysis &
Communication resp.

STAR on-line
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l
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" ..... Simulator
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.. Plant

(realistic)

STAR System performance
Operator performance

Fig. 2:

~ STAR - DATA BASE GENERATION &
~ PERFORMANCE EVALUATION . .

Fig. 2 shows all the tasks, which have to be performed before

disturbance analysis can be done. Cause-consequence diagrams will be

constructed first. These have to be translated (by hand, this can, how-

ever, be done by a data typist) into the cause-consequence description,

the syntax of which is guven by a formal grammar. The description is
input to the model generator MOGEN and translated into the data bases
required by the STAR system Besides several cross and plausibility
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'checks, after traslation the description could automatically be plotted again

into a cause-consequence diagram, thus allowing the systems analysts to
see whether the description and his diagram are identical. This is not
implemented yet but would be an additional contribution to validation of the
plant models.

Analysis

Systems

I
I

I Semanties
I

L_____..

LALR Parsing Scanner Input
Parser ,,, tabtes f- Parser CCO
generator deseription

,.------, Tables:Semanties: Semantie., -----.l i.. I- Generator I- for
: generator: rules STAR~-------'

Modelgenera tor -
MOGEN

Mode &

E ffeet

r~;~~M~;l
I

I Syntax
I

Automatie

Failure,

ui
Ol

Fig. 3: ~ ADAPTING THE MOGEN PRINel PLE TO AUTOMATie TOOLS FOR eeD-eONSTRueTION

Fig. 3 outlines the functional modules of the MOGEN. The grammar (syntax
as weil as semantics) have to be prepared by hand according to the special
requirements of systems analysis and with the objective, that the syntax is
oriented soas to meet the analysts terminology.

Due to experience it may be necess-ary to enhance or modify the descrip-
tional capability of the language required. This results in modifying the
grammar. However, all modules in the model generator, affected by the
modification, will have to be adapted accordingly. Therefore the grammar
used in the STAR is restricted to a certain type (LALR /14/), so that the
appropriate modules can be generated automatically (parser generator).
Unfortunately semantics have not yet been formalized sufficiently so as to
allow generation of semantic tables. The cause-consequence description is
input to the scanner-parser module and syntax of the description is
checked.

According to the semantic rules the tables for the STAR disturbance ana-

lysis system are generated. The cause-consequence diagram (description)

is passed over several times to produce tables wh ich are optimal with

respect to savings in execution time of analysis and storage requirements.
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As a rough functional description, the model generator is computing every-

thing which is not dynamically dependent on process data. This means that
the disturbance analysis algorithm is reduced to fast and efficient table
look-up, at least as far as the non-dynamic part is concerned. The speed

of one disturbance analysis cycle is there will withï'n the frame which is

technically possible today and which has been achieved elsewhere /15/.

The second problem pointed out at the beginning of this chapter is the
amount of human work required for systems analysis, which is to blame for
high costs constructing the cause-consequence diagrams . However, method-

ologies /16/ are being developed which yield a reduction in the quantity of
manual work needed for cause and effects analysis.

The systems which could be also of use fbr data base preparation of dis-
turbance analysis systems, have been mainly developed to automize system

realibility evaluation and have now been upgraded so as to perform fault
sequence identification. The idea behind these systems is to provide gen-
eral information about a process to be examined and to define a variety of
undesired events. The system will then evaluate the probabilty of occur-
ren ce or the undesired event and give a sequence of precursers which is

very similar to a cause-consequence diagram.

Since the output from these systems have a very strict syntax, it can be
easily processed or translated into other syntactical forms. Fig. 3, for
instance, shows how systems for failure mode and effects analysis (FMEA)

could be connected to the STAR data base preparation system.

A major field of research in the next few years will be the definition of
formal semantics for process descriptions. One step in this direction has
implicitely been done in the development of FMEA systems, because in a
way these contain thellmeaningll of a process description in a somewhat

formalized form.

4. Analysis method

The disturbance analysis is based upon cause-consequence diagrams /1/.

These cause-consequence diagrams have been translated by the model

generator into very specific tables which provide information about cause-
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consequence diagrams and control the functions of the analysis system /6,
8/. The STAR system consists of 4 main program modules (fig. 4):

the data acquisition module

the data preprocessor

the disturbance analyzer

the operator communication system.

The data acqusition module gets the data from the plant supervisory com-

puter which also comprise the plantls standard time. Each plant signal also
carries an indication to denote its validity. If one of the signals which are

used by the STAR system is not valid, a warning message is issued and in
case the invalid signal is vital to disturbance analysis, analysis is discarded
for the subsystem concerned. The data acquisition module also copies those
plant data which the STAR system needs, into an area dedicated to distur-
bance analysis. This is necessary to disentangle the data transmission from

the plant supervisory computer from disturbance analysis; for licensing
reasons the STAR system is not permitted to send anything to the plant
supervisory computer. It must not even be synchronized with the plant
supervisory computer and has to receive everything passively.
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Fig. 4: Functions of STAR during one update cycle
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After the plant data have been acquired, these snap-shot data are available

for the STAR system. Data preprocessing is now performed. The binary
process data are copied to the appropriate locations in the liST AR process
imagelI. According to the limit lists which are provided in the cause-conse-
quence description, the analog values are checked whether or not they ex.
ceed the bounds given. The result of this check will again be a binary
value to be Pllt to the STAR process image. In the cause-consequence

description there are certain events whose occurrence can neither be veri-

fied by a binary or analog process signal, owing to the unavailabilty of

such a signal., Often, however, there are possibilities to verify the occur-
ren ce of such events by a logical combination of lIobservable" events.
These derived events are also produced during the preprocessing phase,

whose binary result again contributes to the STAR process image.

After having established the STAR process image alarms are checked for

occurrence. Some events in the cause-consequence description are desig-
nated by the systems analyst as alarms. The activated alarms will be col-
lected together systemwise, so that it can be seen at a glance in which

systems something has happened.

The next module to be executed is the disturbance analysis program. This
program will be called exactly as many times as there are plant systems

modeled for disturbance analysis. Each of the plant system models is

stored on a fast direct access device and each has exactly the same data

structure. Upon calling the disturbance analysis program, the according

plant system model is transferred into core. This model contains the exact

sequence in which the cause-consequence diagram is to be traversed. For

every step in the analysis sequence there is additional information about

the type of the node being examined. Anode can for example represent an

event or a logical unit. They may have certain attributes, wh ich must also
be contained in the description, e.g. a prime cause or an AND-gate re-

spectively. Each event being examined is checked for activation by looking
into the STAR process image. The analysis sequence is constructed in
such a way that, whenever a logical unit is accessed, all necessary inputs
have been processed beforehand. The amount of processing done at model
generation time now results in a very simple, straightforward and fast
analysis algorithm.
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The analysis sequence is also constructed in such a way that it facilitates
the structuring of information on the display screen. Activated disturbance

chains are detected and, unless a one-node look-ahead yields another acti-
vated event, look-ahead is extended by means of which the possible propa-
gations are evaluated.

Due to the complex structure of the cause-consequênce diagrams , parts of

the diagrams may be traversed more than once, viewing the events from a
different angle. This may in some cases lead to multiple messages which

add in some situations unnecessary redundancy to the information about
the disturbance. A special routine filters out redundant information, depen-
ding on whether the operator wants compressed or detailed analysis. The
complete analysis results are, however, available in an intermediate data

base.

The communication system receives the analysis results in the form of tele-
grams. A special telegram handling routine organizes the receiving and
transmitting of telegrams between the ALSAN and the ALKOM modules.

After alarm monitoring and disturbance analysis is performed, the communi-

cation system updates the analysis status pictures. If analysis has reached
points from where it is impossible to proceed unless the operator supplies
additional information, questions are issued to the communication system so

that the operator can answer them using the alphanumeric keyboard. After

a question has been answered by the operator the answer is transmitted
back to the analysis system and will be used in the subsequent analysis.

A picture editing program transfers the telegrams into picture tables which

are used as the basis for the picture displayed on the colour screen. If
the amount of information in a telegram exceeds one picture table, the
program brings the information into more pages, and the operator can

retrieve the information by IIturning pageslI.

Eventually, a picture presentation program operates on the picture table
and establishes references to the actual strings to be displayed on the

screen. The strings are located on a disk file, having been produced by

the model generator.
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The operator's dialog program services the operator's use of the function
keyboard, the alphanumeric keyboard and the tracker ball.

5. Performance evaluation

To .be ,able to evaluate the performance of the disturbance analysis system
it is necessary to record all on-line plant data which concern the STAR
system. A magnetic tape system has been provided for and will be utilized

\l ' - _ '~,to record an appropriate selection of the process datil which are transferred
from. the supervisory computer to the STAR system every five seconds.
This selection comprises all those data, both analog and binary which are
vital for disturbance analysis. Additionally, there will be some process

data which are not used by the STAR system but which may be necessary

for assessing the actual process status of some important subsystems, for

which no cause-consequence diagrams have been created yet.

This kind of data recording renders the possibility to reproduce disturb-
ance propagations in those systems which the STAR analyses, unambiguous-
Iy and arbitrarily often.

The data recorded at each analysis cycle will also comprise the time at
which the snap-shot was taken. Small searching programs are provided for

to find interesting data on the magnetic tape. It must be anticipated that a
large portion of data on the magnetic tape is of no interest at all, and it
would be very tedious to extract interesting databy hand. If an operator,
for example, gives an approximate time of a disturbance, the important

data may be found automatically.

The magnetic tape yields advantages in several respects. It is possible to
replay the disturbances in real-time, faster than real-time, and slower

than real-time. In this way, it is possible to gain a lIfeelingll for the
response time of the STAR system.

The performance evaluation will be done under different aspects:

ST AR computational performance

assessment of the quality of the models

- operator training and performance.
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To test the computational capacity the folJowing questions will be investi-

gated:

has the disturbance been recognised properly

have the prime causes been detected correctly, has the possible propa-
gation of the disturbance been sensibly estilnated, and has the system

produced appropriate proposals for corrective actions.
how does the STAR system react when a disturbance fades away again
what output is produced by the STAR system when there are different
disturbances in the same system

to what extent can the STAR system operate on insufficient input data.

To assess the quality of the models used in the STAR system, the following
questions will be treated:

wh ich of the models represent the process with sufficient precision
wh at degree of sophistication is necessary in the models, should there

be more details or less details, is this dependent on parts of the sub-
systems
would it be helpful to have rough and detailed models available at the
same time, or should it rather be dependent on superficial or detailed
analysis algorithms respectively

are there sufficient process data the STAR system is supplied with or
should an extension of instrumentation be taken into account

evaluation of the frequency of disturbances with respect to the plant
mode of operation, the chronological behaviour, and which systems are
very sensitive to disturbances
how can models be extended such that they are applicable also in extra-
ordinary plant modes of operation, Iike the commissioning phase, re-

tests, startup, and shutdown.

Eventually, the STAR system is to be utilized by operators who need spe-
cial trainingand whose performance with the STAR system needs be eval-

uated. Points of interest are heré:

Did the disturbance analysis system inform the operators about a dis-
turbance in time and was the information in a comprehensible form

did the operators have sufficient time for corrective action
was the amount of information adequate or has the operator been annoyed
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with nuisance information, how did the operators use the disturbance

analysis system

- do they have to acknowledge certain information blocks

in which way should operators be trained using a disturbance analysis
system
does the disturbance analysis system provide a real advantage over

conventional annunciation system

after shutdown, the disturbance analysis system mayaiso be used for
post mortem analysis and it can be antieipated that the operators will be
relieved from tedious tasks.

6. Conclusions

As was pointed out at the beginning, the STAR disturbance analysis

system set-up in the Grafenrheinfeld Nuclear Power Plant is of high signifi-
cance evaluating the benefits whieh are expected by such a system. Using
colour CRT1s in German nuclear power plants is a novelty, and the STAR

system can be considered only the IItop of the ieebergll in the development
of computer based control and supervision techniques and in advanced

control room design.

The present STAR system gives only alphanumeric information to the
operator, but experiments are being carried out as to whether there are

other forms of information media like mimie diagrams or cause-consequence

diagrams displayed on the colour screens. It 1S also envisaged to use fully
graphic systems instead of semigraphic so that trend curves and additionàl
graphie information can be displayed which require high resolution.

Sy comparison with the activities at other places it appears that the STAR
system includes all essential features presently suggested for disturbance

analysis systems. However, some aspects deserve incl'eased attention/7,
9/. In partieular, this relates to questions of the reliability and verification

of the functional software, a validation of the information contained in the

data base (cause-consequence diagrams) and the allocation of priorities in
case of the simultaneous occurrence of several and uncorrelated disturb-

anees.
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As far as future research and development efforts on computer based dis-

turbance analysis and surveillance systems are concerned, the STAR

system will be integrated as one functional module into an advanced control

room concept.
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Abstract

A procedure for the anaysis of event trees will be des-

cribed, which has been used to develop a programme system

f or the on-line alarm analysis in a nucilear power plant.

The event tree represented by an event graph, GE = (E,KJ,

with E ~ set ot events (ei1, i=1...p, and K .~ set of rela-
tions, can considered as the model of the so called basic

system to be sureyed.

The procedure bases on the assumption of the state o:f the

basic system to be a tupel z = (z1 ,z2. ..zk) G rrzk, where
Z :! (zi!t i=1,...n, the set of individual states
zi = (ei,t)E; Z =ExT, whioh are nodes of the event graph,

T ~ set of time values. It takes into account, that ind-
vidual measuring points are defeet or deficiency of indi-

iTidual events can happen.
The program system, which basea on the method under COD.-

sidera tiont is being realized on a process computer system

- consisting of mini- and microcomputer - and hi therto

tested for the simulated break down system of the nuclear

power plant. .
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1. Introduction

In the contribution presented a programme system will be descri- .

bed, which has bean developed usil1 the decision table technque

L1_7, and which is being developed for diagnosis of disturbed
system states in a nuclear power plant t the so called basic

system (BS) .
It comp~ses the f ollowing tasks:

- monitoring of alarm
- check of the measuring points

- findng out of the causes (break down tree)

- prediction of Gonsequencas

Diagnosis in this connection means:

De!: Diagnosis can uiierstand to be as the set of informtional

processes, which allows the estimation of the elapse of conse-

c uti ve disturbances in the BS and by the help of them the set of
primary causes and possible eonsequ~nees of the disturbed system

states (for instance alarm or break down states) can ~e found

out.
Diagnosis will be carried out by the so ealled informtional system

(IS) which 'is eoupled to the BS by set of sensors and effectors
(fig. 1).

The programme system has been implemented on a proeess oomputer

system, consisting of miri- and mierocomputers (see also L2_7 f

¿3_7, C4_7).
Far implementatian a decisian-table precampiler has been used ¿- 6 _7.
Definitions of the BS

."'

The disturbed BS should oe deseribed by the state veetor

-') .- k .Z = (zi) E~Z f 1=1. ..k.
i

Z i8 set of possible individual states of the BS, zi=(eif t) 6 Z 5 Ex.
The set E is referend to as the set of events, 8i &; E = -( ejl, j=1.. .p,
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in general there is p # k; E ~ BxN, B is a set of values, for

instance b é B =(0,11", bi=1-means ttevent oeeurs" , bi=Ø-means

"no event"; N is set of names; t E: T, the set of time values

with eard(t)=ct.

JLhe norml state ~ of the BS can be eharaeterized by1- ( .. -,TZi G Z bi=Ø,~ e. N.t) =~ Z:: Zot bi G B.
i=1.. .k.

Definition of the IS

BS and IS are coupled by a set M of automatie couplings

(s. fig. 1). For M the relation 11 = Ms U Me is valid, where

Ms refered to as set of automatical sensors and Me, as set of

automatical effectors. .
. Thecoupling of BS and IS can be deseribed by the functions €
andö

E: Ms -~E produces the set Es of sensor events ef

K: Me-~E produces the set Ee of effector events ee. .
J.

Furthermore Ee v Es Si E is valid.

In the given oase, the automatieal therapy control has not been

considered, that means Me ~ Ee = ø.

Modelling

To apply a diagnosis system on to at least one calss of BS, it

is necessary to use an uniform deseription of the relations

between the events.

As a very useful ~Qoi 'of description the alarm tree (AT) aan be

e onsidered.
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De!: The AT is an undirected connected graph, whieh describes

the relations between the events (faults), the so called cause -

consequenee - relations in a selected set of .events.

It can be presented by G =(V ,XE)' with V - set of nodes (events),

XE - set of connections. A conneçtion can be characterized by

the function øx: XE ..Ex. To each XE E. XE an ordered pair (x,y)

is ralated, whare xR, R = Á; x,y 6: E.

The disturbances (events) ei a,re seleeted events of .the event
set E, where 8i ê Eni £ E, is 'valid with Enit the set of those
events, being used for diagnosis. Eaeh node vi 6 V of the AT is

:related to an event ei G Eni = E:A. (; EPA .

The subset Es (sensors) aan be defined by Es =. ~ V ~ and
~ ê\ ~ = ø, with E¡- set of ~.meàsurable events and ~ - set
of measurable events. The sub set ~ oan again be devided into

~ = E¡ v E:E wi th ~ () EnE = ø, where E: - set of really mea-
surable events (measuring points: fixed up) and ~E - set of

non measurable events (measuring points: defect). From 'this

comes, EDi = E:A V EPA C. ~.

FA wil be induced, when an event em (for instance: break down)

G~ c EM ooeurs.

For the AT the following eonditions are to be followed:

- to every definite event em (for instance, break down alarm)

belongs a subtree

- the structure of the nodes will be made in such a way, that

every relation eonnects only one node .of level (j) with only

one of level (j+1)

- the levels of the graph should be ascending numbered.

The start will be with that level, whieh contains em (level

number Ø)

the AT might not contain any circles and should be connected.
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In that case, the AT can be divided into subtrees Gu.

For all Gu the following facts should be considered (s.fig. 2):

- Vw ~ level (j) of the AT, Vw - root node of Gu

- vb e level (j+1) of the AT, vb - leaf node of Gu

- bw = f( tt bi), f =f/\ ,v r, bEB =(0,11;
bw - valuation of tbe root node events,

bi - valuation of the leaf node events.

In the given case, three types of subtrees can be decided.

type 1: OR-trees without non identifiable events (all leaf

events are known and measurable)

type 2: OR-trees wi'th non identifiable events (i.e. some

measuring points are defect, but defects are unkown)

type 3: ANDtrees (all lea! events are known)

Diagnosis

If in the set Eni C. Es a set UR = -( URi J ~ Eni (set. of ca uses

of the eventsei) and a set of consequences W = -(Tl £: Es are

defined, if ttnn the number of levels cf the graph G and "mit that

level, which contains ei, then diagnosis means:

for that event 8i the set of causes ur; with uRi = (u~iì

CUR C Es and the set of possible consequences wi = i wi 1, j=1... n-m
have to be found out. For every event ei G Eni' whch is situa-

ted in the level tlm" of G; the following :relationis va,lid:.

urÇ V 1) / urÇ V1+1) ~... ,LurÇm-1).. eÇm) .L wÇm+1)~ ...J. -- J. J. J. J. w( Y2)i
with ur~ ) ~ URi and wi ) E WÍ; -1 ~V1 L. n, -1.CV2 f: n, V1 ¿ V2.

Diagnosis means in a formal sense, to find out ordered sets of

nodes in the event tree.
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2. Tasks of the dia gnosis system

The programme system, which has been ~ealized by the usa of

decision table technque, comprises the following tasks in ge-

neral:
- measuring of analogue aud binary da ta
- data processing

- monitoring

- checking of the measured values concerIlng deficiency of

measuring points

- estimation of causes (break down tree)

- prediction of consequences

- management of the list of defect measuring points

- management of the list of limt values and/or alarm values

Some of them should be discussed in more detail:

Bata processing: In this task an event ei = (~, bi) will be re-
lated to a tupel (measuring point name D.' measuring value ~) t

this means: surveillance of process data wi th respect to tendency

values and limits. Ths task and the following two one need the

following informtions about the AT:

f or the nodes: - name of the eventei: ~;

- actual state o! ei : bi

bi = 1 - event occured.

bi = 0 - event not occured

- informtion about the actual state of the
measurizi point i : ~

di = 1 - measuring point defect

di = 0 - measuring point not defeet

- informtion about the node vi: wi

w. = 1 - w. leaf node o! G ii i u
wi = 0 wi not lea! not node of Gui
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_. informtion about the state of e1 in the
past: ai;

ai = 1 - event occured in the part once at

least
ai = 0 - event did ut occ ured in the pa rt

These informations are presented in special storage regions:

PF(i) = bi

DEF(i) = di

VOR(iJ = wi

ALT(iJ = ai

Furthermore the following informtions are necessary for the

structure ofthe AT:

- number of the root node V w' number of leaf nodes .Vbi

and the boolean function f of Gu.

Moni toring: In this task that set 11 of the events are estimated

and put on record, which occured for the first time:

I1 = (~/bi = 1.A ai = ø .A di = ø 1 with a1 E(O,1! and

di E:(O, 1 l ·

Checking wi th respect to defieiency of measur1ng points: Here the

valuation of the root nodes V ware ehecked.

The set I2 of those events estimated, whose valuation deviates

from that of the calculated leaf valuations.

12 = t ~/wi = 1 A ai ~ fC~abi (Gui)) S' wi E(O,1 l.

IZ in this ca se should be understand as connected set of subsets

of three event types, 12 = I2 u I2 u I2' .
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I2 = í~/wi = 1/\ type (Gui) = 1 A di = 0/\ 8i -l y (Gui)l

I2 = (~/wi = 1 ¡\ type (Gui) = 2/\ di = 0./\ 8i = 0 A y (Gui) = 11

I2' = t ~/wi = 1 A type (Gui) = 3 j\ di = 0 ./ 8i -F Z (Gui) l

with

y(Gui) = C(ab1 ~db1).A (ab2v db2)... (abq V~q))

z(Gui) = ((ab1 V db1) /\ ( ) ... ( ) )

\ vb1, vb2 ... vbqÌ - set of the leafs of the
subtree G ..uJ. '

As on example for the use of decision table technque the a1-

gori thm of the two tasks - given just before - is represented

in the decision tables ET 1, 2, 3.

ET 1 (Gu type 1)

R - number of rule

S - selector = ca1culated val ue of the root

i - number of the measuring point = number of the node

ACi) - bit "il' of ALT

D(i) - bit "ift of DEF

o - output

K - number of the root

n - lower number of the leafs

m - upper number of the leafs

1 - index

ENDE - jump to the next subtree
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R S i A(i) D(i) s A(i) D(i) 0 i I Goto-
1 - - - - 0, - - - n R2

2 -- - 0 1 1 1 0 - - R4

3 - - 1 0 1 - - - - R4
4 - m - - - - - - i+1 R2

5 - - - - - - - - K R6
6 0 - 1 0 - - - i - R8

7 1 - 0 0 - - - i - R8

8 - - - - - S 0 - - ENE

ET 2: Gu type 2

R S i A(i) D(i) s A(i) D(i) 0 i I Goto-
1 - - - - 0 - - - n R2

2 - - 0 1 1 1 0 - - R4

3 - - 1 0 1 - - - - R4

4 - m - - - - - - i+1 R2

5 - - - - - - - - K RG

6 1 - 0 0 - 1 0 i - RB

7 1 - - - - 1 0 - - RB

8 - - - - - - - - - ENE
,

ET 3: Gu type 3

R S i A(i) D(i) s ACi) D(i) 0 i I Goto

1 - - - - 1 - - - n R2
2 - - 0 0 0 - - - - R4

3 - - 0 1 - 1 0 - - R4
4- - m - - - - - - i+1 R2

5 - - - - - - - - K RG

6 0 - 1 0 - - - i - RB

7 1 - 0 0 - - - i - RB

8 - - - - - S 0 - - ENDE
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Estimation of causes: That set 13 of events is found out, which

belongs to the break down tree.

13 = (~/:'i ' GBD l; GBD is defined as a special partial graph

of AT. it~ is characterized by the set of those disturbances
(events) t whch could be the causes of the occurence of a defi-
nite dist1lbance em (for instance; break down alarm). For all

the nodes vi of the GBD, there is bi = 1.

Prediction of the set of conseguences: The set I4 of possible

consequences wi of an event ei i5 estimated by extrapolation

inside of G: I4 = í ~/vi /\ G , GBD 1

The principle of this task should be explained by an example.

The event graph G = (E, U J of a real subsystems is given in the

fig. 3.

The decision table of one of the three subgraphs are shown in

table 1.

The set of event Es comprises q element (eiì t i=1,.. .', q.
After checF~ng the condi tion 0, the actions appropriated ã

are initiated, i.e. the output of alarms, of causes and possible

consequences.

Tab. 1: Decision table of SG(i)

tab I DPF(i) OTP(i) DFP(i) i " i e output w I GOTO ur
1

I 11

1

2 1 .DPP(i) unkown
\

3 I 1 1 11
OTP(i)
~?O

4 I 1 1 11

OPP(i)
1 ?0( 5

5 I 0 1 11

OTP(i) unkown DPFi)
~ 70

6 I 0 1 11
OPP(i) unkown DFP(i)0( 5

~ I
0( ~ "i+1

I 2
- - - I n
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3. Process computer realization

The programme system is being realized on a process computer

system - at present consisting of a mini- and a microcomputer

system (s. fig. 4). The diagnosis scheduled to be developed on

a complete microcomputer system on cause of the following reasons:

- diagnosis needs much storage. On the other hand, it operates

relatively scarcely. In case of a centralized computer reali-

zation this would reflect a loss of costly capacity of storage.

- in the case of extended AT the reaction time of the IS and the

decision capability of microcomputer networks become more fa-

vourably

- in general the use of microcomputers seems to become more

economical and reflects a higher reliability of the IS.

In table 2, given close bey, apart of the logging print and

the resul t of diagnosis in case of a test example is presented.

Fig. 5 shows the pertinent AT.

Ta ble 2: Logging print

00.15 PRooR. FEFE

RECTOR PER. LOW

POSS. CAUSE:

COMP.-CASS.-AND/OR AUT. REG. CASSa LIFTING

OR COLD WA TER FALL

POSSe CONSEQUECE:

BREK DOWN 1. ORDER

00.16 PROGR. FEFE

VAC. IN TURIN COND.

POSSe CA USE:

UNKOWN

POSS. C ONSEQUENCE:

TURIN DEF. .
BREK DOWN 2. ORDER
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4. Final remarks

The present state of the diagnosis system is characterized by

tests and by set into operation of the algorithm under eonsi-

deration.
,

The check of the system is first of 811 restrieted on the break

down system of the liPPe
An extension with the following aspects is planned:

joining of further groups of measuring points, among them:

use of noise analysis informations (vibrations, 100se parts

and so on). , '
- implementation on a microcomputer network

extension to a computer aided automatie diagnosis-therapy

system (s. ref. ¡-5~7). i.e. realization of a IS with

Me = Ee ~ ø (comp. part~ 2.).
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1. 1 ntroduction

How far can you usefully be
from the truth?
Nasrudin saw some tasty-
looking ducks playing in a
pool. When he tried to catch
them they flew away. He put

some bread in the water and

started to eat it.
Some people asked him what
he was doing. 111 am eating

duck SOUplI , said the Mullah.

When we consider really large processes like that of a nuclear power
plant, we are faced with the task of determining the status of the pro-

cess. The plant instrumentation supplies information about the process to

the control room and operator. Being only a partial mapping of the pro-
cess though, the signals still carry an enormous amount of information. In

a nuclear power plant of the 1300 MWe PWR class, for example, there are

about 8000 binary status indicators, let alone analog signals which could

in another non-surjective mapping be discretized giving a total of about
30 000 bits in a binary status pattern. This would amount to 230 000

possible process states from point of view of instrumentation under the

assumption of equiprobabi Iity of the states.
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With

N 1
H(x) = i p(x.) Id-- (bits)

i=l i p(x.)i

the excessive quantity of information at each time intervall ~t would result
to

30000 1
H = I -- Id 30000 = Id 30000 ~ Id 215 = 15 (bits)

i=l 30000

This figure is beyond of being processable. From this can be seen, that a

complete description or representation of a process of this size is utterly
impossible.

Our human experience, however, shows that we are able to control such
processes and that we implicitely (the operator) or explicitely (the simula-
tor) use models of the process or parts of it in an incomplete but effective

way: This is mainly for two reasons:

1) The states outlined above are (fortunately) not equiprobable and not
equally significant.

2) We abstract the real process to a model process and thereby we can

master complexity.

In three ways, as. a consequencei we deviate from the lItruthll of the pro-
cess:

1) We get .incomplete information about the process,.

2) We zero probabilities of occurrence of states, whose probabilty or
significance is next to zero.

3) When modelling the process we consider only IIsignificantll parts of the
overall behaviour.

What we need now is a formal methodology and criteria for determining
IIhow far we can usefully be from the truthll quantitatively and depending

on the purpose of the application.
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The application considered in this paper is disturbance analysis and man-

machine-communication /12/.

As is pointed out in numerous papers /1,2/, the models used for disturbance

analysis are cause-consequence diagrams. These are directed graphs which
carry additional information, so as to construct the information flow to the

operator at any stage during analysis. Graph theory, therefore, plays a
major rôle in this paper (chapter 3).

Graphs, however weil they provide an intuitive understanding of the dis-
turbance propagation, are in their original form not directly processable
by a computer. A verbal representation (description) has to be provided.
This is done by formal languages. Problems of syntactical expressibility
are also discussed (chapter 4).

Construction of process models is a difficult and error-prone task. How-

ever, methods are being developed to (partly) automize it. Some approaches

will be discussed i as weil as the basic requirements of process knowledge

and level of abstraction, in chapter 5.

Chapter 2 is a collection of basic definitions referred to in each of the
chapters.

2) Basic Concepts

Graphs /13/
A graph is a pair (N, E) where N is the set of nodes and EcNxN

is the set of edges. The graph is finite iff*) N is finite. A graph is direc-
ted if E is a set of ordered pairs. A path p from n1 to nk is a sequence

of edges p = (n1 n2). .(ni-1 ni)(ni ni+1). ..(nk-1 nk).
n1nk

A graph is acyclic iff V paths Pnk: n 1: k. Any mapping m: E ~ L is called
labelling. The tripIe (N, E, m) is called a labelIed graph.

*) iff stands for "if and only ifu.
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Grammars /13/

A context-free grammar is a quadruple (V, Ti IT, S). V is a set of sym-
bols, T is the set of terminal symbols, V-T is the set of syntactic varia-

bles. V* is the free semigroup on the set of symbols under concatenation.

The string eeV* is called the empty string, i .e. the string which consists
of no symbols at all. V+ =V*-fel. ITC (V-T)xV* is the set of production.

rules. 7leIT is usually written as (a: :=b), where ae(V-T) and beV*. Se(V-T)
is the start symboL. The relation -7 c: (V":T) + xV* is called direct derivation,
written a -7 ß where a = a1aa2 and ß = ß1bß2 and (a: :=b)eIT. The rela-
tion -7* (V-T)+xV* is the transitive closure of -7, written a -7* ß, where
a = a1 -7 a2 -7 ...-7 an = ß. The language L generated by grammar G is the
set of all terminal strings which can be derived from the start symbol, Le.
L(G) = fweT* I S -7* wl.

. Automata /13/

A finite (deterministic) automaton M over an alphabet ¿ is the quintuple
(K, ¿, Ö, q , F). K is a finite nonempty set called states, ¿ is a finiteo
input alphabet. ô is a mapping of KXL into K called the state transition
function. q eKis the initial state, Fe K is the set of final states. Ô is

o
the transitive c10sure of ö,i.e. ô : KXL* -7 K with ~(q, e) = q and

ô(q, xa) = ö(ô(q, x), a), xeL*, ae¿. Thus ô == ô on L. The set of strings

accepted by M is T(M) = fxe¿* I ô(qo' x)eFl, i. e. all strings which even-
tuaJly cause state transition to a final state.

Fuzzy sets /14/

Let X be a set of objects. A fuzzy set A is characterized by a membership

function fA(xeX) e (0,1), i.e. for each xeX there is areal value e (0,1) to

denote the grade of membership of x in A. fA (xeX) = 1 is equalto the
IIclassicalll xeA and fA (xeX) = 0 to xáA. The fuzzy sets A and Bare equal

iff fA(xeX) = fB(xeX) for allx. The complement AC of A in X is denoted

by fAc(xeX) = 1-fA(xeX). Containment is defined by AC B iff

fA (xeX) ~ f B (xeX)V'xeX.

Union C = AU B is f (xeX) =c Max (fA (xeX),' f B(xeX))
xeX

= is fc(xeX) = Min (fA(xeX),
xeX

f B (xeX)).and intersection C = At\ B
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3) Process Models /15/

Systems analysis is to provide information about the behaviour of the pro-
cess in general and the propagation of disturbances in particular. The first
question to ask therefore is: What is an event, especialJy an undesired one?

A process consists of a (hopefully finite) set of physical variables V and

constants c. The variables veV have at any time point a specific value
v(t). The state Sp of the process p at time t then is the values of all
variables at time t, Le. Sp(t) = (v1(t),...vn(t)). Each of the variables

have technical specification limits ub(Vi(t)) and Ib(Vi(t)) (upper and
lower bounds resp.), which may be dynamically dependent on the values

of other variables.

The state of the process usually is not constant and the subsequent state

depends on the previous set of variables with their values and astate
transition function ST: TxV ~ V. T isomorphic to IR or IN and the sys-
tems are called continuous or discrete in time resp.

Every transition from one state to another is called an event. Formally an

event is one pair (t,v) e TxV, where TxV is the event space. The event

space can be subdivided in a finite number of disjoint subsets called
lImodes of operationlI. Note that in practice this subdivision is a collection

of fuzzy subsets, since often it is left to engineering judgement as to

where one mode of operation ends and the other starts. The subdivision
on the event space also includes subdivisions on the sets Iub(vi), iell and
Ilb (vi)' iel l. Also the subdivision of the event space requires to split the
state transition function into different domains of the time frame as far
as there is a fixed sequence in which the modes have to be run. If in

addition there are several options for mode of operation, different partial
state transition functions may be applied to the same portion of the time
domain.

Since we have assumed that there is only a finite number of modes, we
can express the mode transition by a finite automatön. An example is

given for the Biblis Block B plant (see also chapter 2, automata).
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Set of states K = fao,a,b,clelf,i1,i2,i3,i4,m,pl
Set of inputs ¿: = fmo' m1.. .m12, aut01, aut02.. .aut04,

TT, RT, corr l' corr 2 ... corr 4' undef l'
undef2, undef3, dis1, dis2 ... dis4l

The state transition function : K x ¿: 7 K is given in the following.
table:

f(ao,mo)=a, (a,mi)=b,
(d,m4)=e, (e,ms)=f,
(ii ' TT)=d, (ii ,RT)=e ,
(e,m7)=d, (d,mS)=c,

(a,mii)=ao~ (e,dis2)=i2,
(i2,RT)=e, (i2,auto2)=m

(i3,RT)=e, (i3,auto3)=m

(i4,mi2)=b , (i4,auto4)=m

(p, undef3)=b 1

final states F = faol
initial state = ao

(b,m2)=e ,
(f, disi )=ii '
Cii ,eorri)=f ,
(c,mg)=b ,
(i2,eorr2)=e ,

, (d,dis3)=i3,
, (e,dis4)=i4,
, (m,undefi)=p ,

(e ,m3)=d,

(ii ,autoi)=m,
Cf ,m6)=e,

(b ,mio)=a,

(i2, TT)=d,

(i3, corr3)=d,
(i4,eorr4)=c,
(p, undef2)=a,

In practical application the states can be assigned a meaning:

a : Reactor during refuelling, reactor lid offo
a : Reactor prepared for refuellng, reactor Iid on

b : Cold subcritical reactor

c : Hot subcritical reactor

d : Hot critical reactor, 40% power (turbine not running after

Turbine Trip)
e : Normal operation, turbine power 40%

f : Normal operation 40-100% power

i : Disturbance, eventually leading to Turbine Trip, Reactor Tripn
or an emergency situation

m : Emergency situation

p : State after emergency, not predictable
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The state transitions caused by some (admissible) input are the changes

frome one mode of operation to another. mo .. m12 denote manual operator
actions (in a more detailed automaton each of these would be replaced by

a sequence of manual actions according to the operations manual). IIAutoll
denotes automatie control and IIcorrll are the corrective actions taken to

return to anormalstate. In practice certain state transitions cannot be
predicted in such a deterministic manner, therefore the inputs lIundefll
have been provided to account for this situation, TT denotes Turbine Trip
and RT Reactor Trip. A graphical representation is given by the following
graph (see also chapter 2).

undef2

auto2

diss,
corr 2

Figure 1:
Modes of operation of the Biblis Block B plant

For disturbance analysis we are mainly interested in the transition between

nodes e, f, i . To be useful in realit)l the deterministic behaviour of then
finite automaton is not adequate since there is no natural clear-cut sepa-
ration between the different modes of operation.
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The other extreme, however, would be to build up a complete mathematical

moder. Experience shows that with a reasonable effort around 10 - 20 va-
riables can be considered /3/. Then there exists a continuous transition
from one mode of operation to another. In a practical application we have
to consider not only the main process variables but also many state indica-
tors and secondary variables (some of them measurable byprocess instru-

mentation) in the range between 5000 and 10000. This. is practically im-
possible to include in a mathematical model.

Therefore we have to find theoretical concepts to master the plant com-
plexity. Of course some information will be lost, but the model needs to

serve only specific purposes and the simplifications may be permissible.

As was pointed out in the example, the states i denote disturbance sit-
n

uations, eventually leading to reactor trip or an emergency situation or

return to an admissible status. There are several ways of modeling the

disturbances . To be consistent with the representation of the Ilmode of

operation 
11 the disturbance might as weil be a finite automaton. However,

it would be very tedious and error-prone if systems. analysists would

attempt to create those automata. An equivalent description is therefore
required which maps the disturbance in a transparent and straightforward
manner. The description chosen here are cause-consequence diagrams . It
will be shown in the sequel, how this CCD can be uniquely mapped onto

a finite automaton. A simple example is to iIustrate the transformation.

-_._--t- J

-~~-~-;¿==~~~-=i

--"", /.St, ".:::;/ '0,"'.111.
/Shut- does not 9
do\~n P~:i,IPI ~iii ni'e,.ai7Event ~';i~Y5 ___y_

ý-----------

CONDITIOIIS

Figure 2: Simple

cause-consequencé
diagram

PARALLEL INPUTS

---- ------.~-:~-~-i
I~ 'Stò",j-by i
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Assume that we are in state f of example l. We now have to distinguish
between inputs that cause events (state transitions) and conditions (steady
state). In example 2 the states 1,2,3,6,8,11 und 13 are ccmditions, whereas

5,7,10 and 12 are events. The conditions (steady states will be the
states of the automaton, i.e. K :; fI1&2&3", 116&8", "11",1113"1 and the in-

puts ¿: = fIl5&7", "10, "12"1). The IIANDII-gates (No. 4 and No. 9) need
special treatment. They will be represented by one state comprising those

inputs to the AND which have been c1assified as conditions. The IIAND"-
gate No. 4 would for example then be represented as:

Normal operation
40-100% power

Feedwater pump
1 and 2 running

Bearing temperature
feedwa ter pump 1
too hi gh

Figure 3:
Transformed
AND-gate

In case of an 1I0RII-gate instead merging conditions Into one state we would
have parallel edges from the conditions. Similarly a "NOTII-gate is treated.
Since all boolean functions can be expressed by the basic AND, OR and
NOTfunctions, we can by repeated application model all boolean functions.

Figure 4:
The resulting finite automaton

It should be noted that when the conditions and inputs are properly classi"
fied there is an algorithm to perform the transformation.

In reality the state transitions are not as deterministic as assumed in the

automaton. Thus it would be necessary to add probabilities for transition.
These automata are called stochastic automata. The authors believe that
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these are to fuzzy set theory what the deterministic Ones are to c1assical

set theory. A formal proof, however, is beyond the scope of this paper.

There is one drawback in modeling the process by automata and that is
that it is very hard to naturally fit time into these models.

4) Processable Model Representation

In order to easily perforrn safety analysis and obtain a greater reliabilty
of large-scale dynamical systems, methods for the modellng and computer
simulation have been developed in the last ten years. There are several

ways to get a model of a dynamical system.

One possibility is to write down the general unsteady state differential
equations for mass, energy and momentum transport in the system which

has the advantage that if the model is sufficiently detailed one can exact-
Iy predict when the process moves from a safe operational state to an un-
stable, undesired state of operation. The disadvantages of this method

are, that with some degree of accuracy these models become very complex

and very difficult to solve. Moreover they are usually Iimited to a specific
operating region and mode of failure. Furthermore it is a difficult and
tedious task for the systems analyst to construct them and for the trans-

fer of the model to the computer usually a computer scientist is required.

To by-pass at least some of these problems drawing diagrams or graphs

of the physical system as an intermediate step in the modeling process can

be very helpful. It is not only a very effective and clear way of represen-

tation of process models, but also can special graphs very often be used
as a basis for programminganalog or digital computers.

Two very efficient techniques of generating a mathematical model of a

physical system are the linear graph technique /4/ and the bond graph

technique /5/. These two techniques provide the systems analyst in a

sirnilar way as the cause consequence diagram technique does, with tools
wh ich reduce the amount of work for modelling large scale systems.
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The first step in the modelling chain, however, consists always in the

abstraction from the physical system and the decomposition into subsystems.

This step cannot be automised and therefore none of these techniques give
rigid rules or hints to the systems analyst. Its up to him to decide how

detailed the models have to be, how strongly the different physical variab-
les affect the dynamic behaviour and what effects can be neglected. Yet,
once having decided onthe structure of his models, any of these techni-
ques can be used. With only a small set of primitive elements the systems
analyst can construct the graph or the diagram from the physical system

to be modelIed using a special language for either the linear graphs, the
bond graphs or the CCD1s.

If the graph or the diagram is defined analysis programs can be used for

generating a set of equations and computing their solutions from the de-
scriptionof the system to be analysed.

For analysing linear graphs programs called ECAP II and SCEPTRE /6/
have been developed, for the bond graphs a program named ENPORT /7/

can be used. The final dynamical model is a set of differential equations
or even an algorithm for its solution on a digital computer.

The same applies to the CCD's. We have shown, that they can be mapped

on a finite automaton. It is necessary though, that there exists a formal

representation, processable by a digital computer.

Since the CCD1s have also been chosen because they do not require system

analysts to be computer scientists the processable representation should

have the same property.

The basic representation is therefore verbal. To be processable the verbal

descriptions have to follow formal requirements. Formal languages and for-
mal grammars (chapter 2) provide the flexibilty to serve as link between
man and computer.

As an example the grammar used by the model generator MOGEN /1/ is

shown in the appendix. It consists of 154 rules and is a context-free
grammar. The grammars of this class have the general property that there
exists an algorithm to determine whether or not a given string of symbols

is in accordance with the grammatical rules given by the grammar.
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Context-free here means that astring of symbols that appears on the

right-hand-side of a production rule can be replaced by the left-hand-
side of the production rule, regardless what the surrounding symbols are.

The class of context-free grammars and the appropriate context-free
languages can further be subdivided into deterministic and non-determini-
stie grammars . The deterministic grammars can be parsed in a deterministic
fashioni i.e. the application of a production rule to reduce the given in-

put strings is unambiguous. Thereforei when parsing a stringgenerated

by a deterministic grammar, no deadlocks are encountered (unlike finding
a way through a maze, where you have to trace back and try the other
(also admissible) way.)

The obvious advantage is that the parsing time is optimal. There is a

signifieant 1055 in semantie expressibility though, which has to be traded -
off against efficiency. The grammar used in the STAR disturbance analysis
system still retains sufficient expressibility.

Example 3: Grammar (see Appendix)

It should be noted that context-free languages describe a larger variety

of states than finite automata do. They are equivalent to so ealled push-

down automata whieh comprise an infinite set of (intermediate) states.
Thus they may be more adequate describing time dependent processes .
However, litte research has been done in this field yet.

5) Automatie Construction of Process Models

Only recently methods have been developed to (at least partly) automize
the construction of process models suited to particular application.

It is beyond the scope of this paper to deseribe all of them in detail.
Rather abrief overview of work being carried out in this field as weil as
referenees are given.

Powers and Lapp /8/ developed a method where, starting from a graph in
which essential interactions between eomponents, energy, mass, and momen-
tum are described in a waythat the topology of the underlying process is
still transparent, by giving the (undesired) top-event. The appropriate

fault tree can be generated automatieally.
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Figure 5:

CI Set
Point

CÐ
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Flow Control Sy~tem

Digr"ph for a Flow Con trol Sys tem

Taylor and Hollo /9/ developed algorithms where cause-consequence dia-

grams are automatically (and interactively) generated by the use of com-

ponent models stored in a component Iibrary. A similar method is that of
Andow and Lees /10/, who automatically construct fault-trees from IImini-
fault-treesll, equivalent to the component models of Taylor.

Lind /11/ at present develops so-ca lied flow models where especially the
physical properties of the process to be modelied is taken into account.

The modelling concepts used are shown in the next example.

Figure 6:
PROCESS etc.

SYMBOL USED IN FLOW STRUCTURE

MATERIAL PURE ENERGY PROPERTIES VARIABLES

0 --, INTENSIVEi \
STORAGE CONTENT ( ,.\__I

EXTENSIVE

0 " JI.CROSS
.- ,

TRANSPORT FLOW ( ), ,V THROUGH

.. ----
POTENTIAL-----

BOUNDARY INTERFACE
F'LUX---

(condi t 10n l

Flow modelling concepts
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Since all these attempts to model the process so as to be processable in a

reasonable amount of time and since all of them are algol"ithmically gener-
ated, there is no reason why they should not be describable by a grammar

of the type discussed in chapter 4. All the methods may therefore contri-

bute to improving reference models and when associating on-line process
data to improve also the information on wh ich disturbance analysis is based.

6) Conclusion

The authors are aware of the fact that the treatment of the theoretical
problems connected with disturbance analysis is not at all complete. This
is due to the limited space allotted to this paper but is also an indicator /
that this research area is relatively new and work is still in progress.
The authors feel that many of the problems which evolve with process

modelling in general and disturbance analysis and man-machine-communi-

cation in particular are being treated in a branch of cybernetics and com-

puter science called artificial intelligence CA I). It would be worth while to
investigate the results obtained in AI and to check whether or not they
are applicable to process modelling. One aspect of special interest is the
question whether or not it is possible to create cause-consequence dia-

grams automatically / which can deal with non-anticipated hazardous process
situations without their being explicitely modelIed / thus reducing the pro-
bability of human errors and oversights.
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"DESCRIPTION;: ::= aiODULES::

"MODULES;: ::= c:MOD0LES;: "MODGLE;:
"!'10DLLE::

.e!-1.DVLE:. :: = "HODULEDESCH.IPTION" -:NODI:S;:

c:MODL:L::DESCRIPTION,. ::= .:~10:JTEXT" ':PRIO:i -:z.ODCONP;: ..LHUTS-:

"MODTEXT~ :: = SYST£M : TEXT ;

.cPRIO" ::=
¡¡ PRIORITY : INTEGER ;

O:HODCmtp;: :;= COHPONENTS : (LIST-OF-EVENTNUMBERS~
10

ocLunTS,. ::= .;LIMITS;: -(LIMIT,.
"LHIIT::

í'¡ "LIMIT~ :: = "PROCESS-VARIABLE;: c:LIMIT-ID;: "HIGH" "LOW;:

15 ~PROCESS-VARIABLE, :: = SIGNAL-NO : INTEGER

lõ c:LIMIT-IO;::;= LIMIT-NO: INTEGER

17
18

"HIGH" ::= HIGH: (FIX-FLOAT,.

19 .:LOW;: :;= LOW : -:FIX-FLOAT;i

20
21

-cLIST-OF-EVENTNUHBERS;i ::= ,LIST-OF-:EVENTNUMBERS,.," INTEGER
INTEGER

22
:3

"NODES;: :: = -(NODES;: "NODE::
o:NODE,.

2~
25

"NODE;: :: = c:EVENTDESCRIPTION;:
~LOGICUNITDESCRIPTI ON'

26 "EVENTDESCRIPTION~ :: = EVENT : ~E-NUMBER~ ~DESCRIPTOR~

27 ~LOGICUNITDESCRIPTION~::= LOGICUNIT : ~L-NUMBER~ ~LOGICUNIT~

28 ~DESCRIPTOR~ :: = ~DOC~ ~PROP~ ~SUCC~ ~EXP-EVENTS~ ~PAGE~ ~PSPEC~

29
30

~EXP-EVENTS' ::= EXPECTED : ~LIST-OF-EVENTNUMBERS'

31
32

~L-O-P-SPECS~~PROP' :: = PROPERTIES

33
34

SUCCESSORS
SUCCESSORS

~SUCC-LIST' ,
~Y-N-E-SUCC' ,

~SUCC')

35

26
37

~L-O-P-SPECS~ ::= ~PROP-SPEC~
..L-O-P-SPECS~ ~PROP-SPEC~

;6
33

~SUCC-LIST~ :: = ~S-EDGE')
~SUCC-LIST~ , ~S-EDGE~

~O ~S-EDGE~ ::= ~S-NUMBER~ ~T-P-DENOTATION~

~1
42

~S-NUMBER~ :: = E- INTEGER
L- INTEGER

n
~4

~PROP-SPEC') ::= BIT-NO= INTEGER
i.lESSAGE. : TEXT
MESSAGE LIKE ~E-NUMBER')
DEDUCED BY ~BOOL-EXPRESSION'
ISOLATED
RNESSAGE
QUESTION TO ~TARGET'
AL.~RM
PRIME-CAUSE
SECONDARY-CAUSE
NARNING
ENTRY : TEXT
E::aT : TEXT

';5
~6
H
48
43
50
51
52
53
54
:'5

Sä
57
56

~BOOL-EXPRESSION' ::= ~BOOL-TERM'
..BOOL-TER~~

~BOOL-EXPRESSION~ ! ~BOOL-TERM~

59'
EO

~BOOL-TERM" :: = ~BOOI.-FACTOR"
~BOOL-TE&~~ & ~BOOL-FACTOR~

öl
ó2

~BOOL-FACTOR' ::= ~E-NmlBER'
( ~BOOL-EXPRESSION'

~TARGET' :: = OPERATOR
SYSTEM
PROCESS
..LniIT-ID~

63
64
£5
ó6

67 "Y-N-E-SUCC')::= ..YES~ ~NO" ~ELSE"

63 aES,::= YES : ~SUCC-LIST'

69 "NO"::= NO : ..SUCC-LIST~

70 ..ELSE~::= ELSE ..SUCC-LTST')
71

72 ~LOGICUNIT":;= . ~BOOLEM~STANDARD~ . ~I/O~73 ~DECISIONTABLE~
7.; "FAGE') :':= REFEREND£S : TEX'I'
75

?£ ~PSPEC~::= SPECIFICATIONS : TEXT
7;

7B "BOC'LEANSTA:-DARD:::: = A!Wi~ NOTê:1 ORê ~ INTEGLR OUT OF INTEGER
b2 ..i/o~::= ..iTl'N~ ..ITOUT"

ë3 c:TIN:-;:= IN : ":ITE'fi1S:-

84 339"I'I'OUT') ;:= OUT : ~T-P-ITF.:-S).

85
66

oCT-P-!TE!'S~ oCT-P-ITEMS" 'CT-P-tTS.:-1:-
C:T-P-ITEH"

87 "T-p-ITE~i~::= (ITEN~ oCT-P-DENOTA'lION"

86
83

":ITEMS~ ::= ":IT~~S~ , ..ITEM')
"ITEM~

90
91

~ITE~' :: = E- INTEGER
L- INTEGER

92 oCDECISIONTABLE~ ::= ~LIN). ..LOUT')

93 ~LIN~ ::= IN : ~LINES::

94 ..LOUT" ::= OUT: "T-P-LINES"

95
96

~T":P-LINES;" ::= "T-F-LINES"', ~T-P-I.INE:~
"T-P-LINE:-

97 "T-P-LINE~:;= "LINE~ "T-P-DENOTATION).

98
99

oCLINES" ::= oCLINES). , ~LINE"

"LINE')

100 oCLINE~ :: = "ITElo~ "BOOLEANNUMBER')

101
102

"BOOLEANNUMBER~ :: = ~BOOLEANDIGIT~
~BODLEANNUMBER' 'BOOLEANDIGIT'

103
104

"BOOLEANDIGIT:- ::= 0
L

105
106
107
106

~T-P-DENOTATION' ::= /
/
/

"DELAY~, ~PROBABILITY~
~DELAY' /
aROBABILITY' /

103
110

~DELAY~ ;: = 0
o

INTEGER
im'EGER - INTEGER

111 o(PROBABILITY~: : = P : "FIX-FLOAT).

1 1 2 "FIX-F'LOAT~ :: = "FRACTION~ ..EXPONENT"

113
1 14

~FRACTION' ::= INTEGER . INTEGER
- INTEGER . INTEGER

115
116
117

118
119
120

~EXPONENT' :: = 11 11 - INTEGER
~ 11 INTEGER

~DOC' :: = DOCUMENTATION : TEXT ~DISPLAY'
DOCUMENTATION LIKE ~E-NUMBER'

121
122

~DISPLAY~ ::= / "FG" ..BG:: ~DIR:: oCBLINK:: /

123
124

~FG'" ::= FG ~COLOUR')

125
126

~BG~ BG "COLOUR~

127
128

~DIR' :: = DIR : ~DIRECTION'

129
130
131

oCBLINK). ::= BLINK
NOBLINK

132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147

RED
LIGHT-GREEN
DARK-GREEN
YELLOH
BROWN
BLACK
WHITE
VIOLET
LIGHT-BLUE
DARK-13LUE
PURPLE
ORANGE
AMBER
GREY
CRIMSON
PINK

~COLOUR~

148
149
150
151

~DIRECTION' :: = LEFT
RIGHT
UP
DOIlN

152

153

~E-NUMBER' :: = INTEGER

L-NUMBER : : = INTEGER

.. .... NOTE .11" CALLED FOR A NEl~ ALLOCATION _. CASE 4
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The authors of the papers concerned by these technics have given

a lot of resul ts obtained on power plant and this has convinced us

that it is possible with these methods to detect disturbances or

failures in the structures or ne ar the structures of the nuclear

core. But i t seems that for localising these disturbances and

failures and to evaluate their impact on the safety and availa-

bili ty, the evaluation of the results of noise analysis has to
be made by what we call "noise people" and this may explain why

all these presentations have been made by people of the research

domain.

We have now to convince utili ty people: operators or plant manager

to use these technics and equipments associated as a communication

system between them and the nuclear power plant. As you know, this

is not easy to obtain and I hope that the noise international team

specialists will be happy in this way.

My personal opinion is tha t to be successful in this way, i t is

necessary to improve the knowledge and the background of operators.

This improvement has to be made not only by training and education

but by including in the operators team people which are familiar

and which have experience in the noise analysis technics, nuclear

engineering and digital computers.

And now if you permit Mr. Chairman, I want to comment brieflyon

the program which is going in every country on procedures and sys-

tems for assisting operators during abnormal nuclear power plant

si tuations.

For this, during this meeting we have seen that technics, methods,

specific equipmenti some of them very sophisticated, are now avail-.

. able. We have also heard that a lot of experience is available.

To improve this experience and the use of the tools, i t is necessary

for the people of the domain to go back more often and more deeply

to the nuclear process and also to the steam process, and i t is
necessary for them to go more deeply in the analysis of the resul ts
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of the operation of the nuclear power plants.. It is necessary to

analyse and examine in more details the incidents and accidents which

occured. But for this, the need of precise information on these

incidents and accidents is very important. It is in fact necessary

to know and to take care of all details of main incidents or acci-

dents of nuclear world communi ty. In this domain, we have to follow,

may be wi th the aid and support of the international atomic agenc:y,

the recent example of our colleagues of U.S .A.

We have to thank them for giving all over the world, rapid and

precise information, about Three MileIsland incident.

Thank you Mr. Chairman and all of you for your patience and

attention.
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1. The protection system

The protection system of a reactor may be viewed as a

powerful controller, superimposed on the reactor and

its operational control systems. Normal operation of
the plant occurs within the dead band of this "control-

ler" and no ir:terference from the safety actuation

systems (the "actuator" of the protection system) is

to be expected.

If, however, the controller output is actuated (either

by.monitored safety variables exceeding pre-set limits

or by internal failures in the protection system) the

absolute priority of these protective actions usually

interrupts normal reactor operatton imediately.

It should be noted that spurious initiation of safety

actions is not only an economic burden but also unde-

sirable in view of plant safety, especially if "not

distinctlysafety-oriented" actions are started (e.g.
cold water injection into the core) .

For this reasonour "controller" must be designed with

a high degree of reliabili ty, i t roust be tolerant to
both active and passive failures (i.e. spurious actions

as v!ell as failure to respond properlyon demand) .

To achieve this goals, a variety of special design

principles are employed: self-checking instruments,

redundancy and diversity of equiproent and many other

ïlE:ciSUres.

A peculiariy of the complex controller "protection system"

is, tha t i t is designed to cope wi th complete event

sequences (design basis accidents or postulated initiating
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events) and not just controlling single variables.

Nevertheless, the input information consists of physi-

cal values (safety variables) such as pressure, neutron

flux, etc. The system logic has to interpret this infor-

mation and roust initiate appropriate counter measures.

(Fig. 1).

Normally each postulated initiating event is to be.

recognized by at least two diverse criteria and has

to be controlled or mitigated by the proper set of

protective actions. (Fig. 2). This of course adds

enormously to the complexi ty of the systa~.

A minimum design requirement is the system i s tolerance
of a single failure (and i ts consequences) wi thout

loosing the ability to perform the required protective

tasks. This means, that as long as the system is running

"as designed", the operator may rely on the designer for

this "single failure criterion" being met.

However, according to current safety philosophies (e.g.

KTA 3501) this requirement also applies to a system which

is temporarely degraded by repair, test or other influen-

ces.

By making use of the redundancy and diversi ty of the

protection system this can usually be assured, even if

an additional random defect may occur be fore the first

failure has been repaired.

To justify continuation of operation under tnese circumstan-

ces, the operator has to check whether his remaining system

still fulfills its basic design goals and whether all general

and plant specific regulatory requirements are met.
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This evaluation has to be made within short time, one

of the possible consequences being the need for ime-

diate controlled shut-down ofthe reactor.

For this reason a fast and un-ambi91.ous evaluation of

the given situation (including specific instructions
which may be spread over different chapters of the

opera tion manual) is very important not only for the

safety but also for the availibility of the plant.

2. Eval ua ting the status of the protection system

Since the protection system is essentially functioning

as a stand-by system, the question arises, how failures

of i ts components or parts of the system can be

- detected and localized

- evaluated with respect to the (degraded). .
system ':s ability to perform i ts protective

tasks.

Well established methods for failure detection and

iãentification exist (e.g. use of comparators, automatic

and manual testing, var ious annunciation equipment, alarm

indica tion etc.). In many ca ses the faul ty component can

. be directly displayed by the process computer, especially
in the electronic sections of the system.

In comparisbn to these possibilities the evaluation of

the newly crea ted system status is to a large extent

dependent on the operator' s experience and familiarity

with his plant. As mentioned above, the problem is not

so much the "first" failure in an otherwise fully undis-

turbed system but the occurance of a "second" failure

(in general independent.of the first.) before the originally
defective component has been repaired or replaced.
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The evaluation whether the resulting combination of

these particular failures leaves the system within the

limi ts set by safety r.egulations may not always be

done easily and quickly.

It seams unfair to force this decision fully on the

operator in a stress situation.

Example: Fig. 3 shows very schematically the high pressure

and low pressure cooling systems together wi th the reactor

~lessel water level transmitters of a hypothetical BWR.

Three protective actions using reactor level as initiating

criteria are also shown.

Assuming an initial status of pump A undergoing inspection

and transmitter 1 i being in the "fail-high" state, it is

certainly not obvious tha t the reactor is actually in a

potentially dangerous si tua tion. Suppose, however, tha t
- as a human error or a random occurance - an instrument

line in redundancy 2 or 3 were interrupted to make the

associated level signals to fail "high". This would cause

stop of feedwater flow and high pressure cooling (active

failure) as well as disabling start of low pressure

cooling (passive failure). This totally unacceptable

situation would be avoided by a proper information systa~,

requiring for instance an Lürediate cont~olled shut-down

for the assumed initial failure combination.

It should benoted, that using a 2v 4 'system would improve

the tolerance towards passive failures as compared wi th

a 2v3 system, but the possibility of loss of a protective

task remains unchanged.

3. Table of ii second failures" and "RGB"

During thesafety assessment for licensing the first

Austrian nuclear power plant the problem of failure com-

binations in the protection system and safety systems as
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well as their evaluation was taken up. The ensuing discus-

sions finally led to the development of decision matrices,

the so-called 11 tables of second failures". These tables
have been included in the operation manual, to assist the

operator in his evaluation of a given situation. (Because

of this historical development many features of this pre-

sentation that may seem very plant specific can be explai-

ned by this fact.)

Assuming tha t a component failure has been detected and

identified, the component ist declared having "failed",

regardless of i ts mode of defect - i t may be in the

"tripped" or "untripped" state (the only e.xcepton being

the safety function "reactor scram", which can be regarded

as distinctly safety or iented. In this case failed compo-

nents are swi tched delibera tely to "tr ipped sta te 11) .

The are several reasons for this treatment:

- Faul ty actuation of "not distinctly safety oriented"
functions may (under certain circumstances) be as un-

desirable as temporar ily paralysing protective actions.

It cannot be excluded that during repair the state of a

component being repaired is swi tched.

- It is a conservative assumption (worst - ca se treatment)

- The resul ting tables become less complex.

Input to the tables of second failures are simply the

code-number s of failed uni ts or syste.~ parts, the output

consists of an instruction whether operation my be conti-

nued or not. In addition permissible repair times are

given, based on probabilistic assumptions about the maximum

tolerable unavailibility of each protective function.
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In the first version of tables this probability analysis

has been made by designer, safety assessors and plant

operator in a mainly qualitative manner, based on

experience and good engineering judgement. Nevertheless

the resul t should be a marked advantage compared to the

situation, where the same kind of analysis is demanded

from the operator alone wi thin minutes! It should be

mentioned that this non-mathematical first approach

did try to take into account the increased probability

of additional failures in a redundancy caused by repair

work being done in this part of the protection system.

Experience showed, however, that the practical utilisa-

tion of the somewhat voluminous lists is rather incon-

venient, so the idea of programming the tables for a

computer evolved rather naturàlly.

For this purpose, and in order to study ways of optimum. ..
display on a small scale model, a hypothetical, simplified

BWR--protection system has been designed as a basis for

programming a pilot version of a "table of second failures".

Once a computer ized system of this kind - not replacing

but completing ~he written operation manual - has been

accepted, i t is log ical to extend i ts use to other parts
of this manual.

For this reason - some wha t ambi tiously - the working ti tle

"RGB" for the project has been chosen~ This is the abbrevia-

tion of "Rechnergestütztes Betriebshandbuch" or computerized

operation manual.

At the moment further work on this subj ect is being done

together wi th OEeD Halden proj ect.
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The development work in the near future will concentrate

on more general aspects and on the assessment of reliabi-

lity characteristics of degradeä redundant systems with

the help of statistical methods. This shall serve primarily

to ref ine the deterrina tion of repair and maintenance

strategies for redundant systems in general and for reactor

protection systems in particular.
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ABSTRACT

The development of an information system for monitoring readiness of

safety relevant devices is encouraged by the requirements of KTA-rule 3501

(DIN 25434), which states in section 4.9.1.1. "A display shall be provided

for giving a survey of the condition of the components of the reactor protection

system and the active engineered safeguards including their energy and

auxiliary media supplies".

In the first stage of the development which was reported at the Enlarged

Halden Programe Group Meeting in Loen, Norway, 5th - 9th June, 1978, only the

components of parts of a BWR-protection system ~e considered and no display

was provided. This paper outlines the next step in the development which

comprises implementation of the active engineered safeguards into the system

and development of a display system based on a colour CRT-screen.

A prototype of this computer-based system for monitoring of protection

systems has been established, and it is planned to demonstrate this prototype

system using the computer equipmellt at GRS, Garehing in connection with the

IAEA/NPPCI specialist meeting.

Paper to be presented at the Specialists' Meeting on "Procedures and
Systems for Assisting an Operator during Normal and Anomalous Nuclear

Power Plant Operation Situations"

Münich, December 5th-7th, 1979
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1. INTRODUCTION

In a previous paper with the title "Reactor Safety System Surveillance

by Computer" (1) the emphasis was placed on the technical solution of the prob-

lem of transforming rules concerning repair strategy of a Reactor Safety System

into computer language.

In the present paper the integration of the computerized part of the ope-

rational manual into the overall functional requirements of modern control room

design is treated. Therefore, emphasis has been placed on the development of an

adequate operator/process interface.

The relevance of the development work described below is confirmed by some

requirements of KTA rule 3501 (2). One section states: "A display shall be pro-

vided for giving a survey of the condition of the components of the reactor

protection system and the active engineered safeguards including their energy

and auziliary media supplies". The keywords in this connection are "condition of

components"and "display".

In the design of reactor safety systems, i. e. the reactor protection system

and the active and passive engineered safeguards - the designer is faced with a

conflict between different goals:

minimization of average cost for the operation of the plant, i.e.

maximization of plant avai lability by avoiding unnecessary shutdowns or

minimization of immediate risk.

Concerning the structural design of reactor safety systems the conflict

between these two goals has led to the principles of majority voting~ redun-

dancy and diversity according to the relevant statements in KTA 3501.

Indeed, concerning operation of the reactor safety system in the event

of faults the safety aspects is reflected exclusively in the following state-

ment:

"Operation of the reactor protection system in the event of faults:

During repairs in the reactor protection system the reactor shall be

immediately brought into a safe condition if, as a result of a random

fai lure including secondary. failures, the remaining part of the safety

system is no longer able to fulfill i ts safety functions."
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In an additional note this statement is explained by an example:

"This is the case, e.g., in the event of a failure of the controls in

the redundancy group land the repair of a mechanical component in the

redundancy group 2 and a failure in the redundancy group 3 due to an

incident in a 4 x 50% emergency core cooling system.

The transfer into a safe condition can be brought about, e.g. by immediate

repair or controlled shut-down of the nuclear power plant. Preference shall

be given to an immediate repair, if the repair can be completed faster than

the controlled shut:"down".

The preceding example is a typical appLication of the weIl known "Single

Failure Criterion". This criterion states: "A safety system shall function even

then, when - in the case of an incident - a single component or a subsystem of

the safety system is in the failed state".

This is a qualitative criterion and includes only two extreme possibilities:

immediate shutdown of the plant and

arbitrary repair time

Considering the large amount of possible failure/repair combinations within

the reactor safety system, the application of the single failure criterion of a

plant is rather unsatisfying. It is left to the human operator to decide which

repair times are appropriate in order tó comply with thé two different goals of

safety and availability. In contrast to the situation of the designer of the

reactor safety system, the situation can be rather stressing for the operator

because he often has to decide very quickly and under pressure. Because of

possible mental overloading of the operator, he can become a weak, i. e. unreli-
able component in the total system.

The determination of allowable repair times is only possible with quanti-

tative methods, i.e. reliability assessments. For practical application of the

results of these reliability assessments the electronic components of the

reactor protection system can be arranged in tables relating them to the appro-

priate active engineered safeguards to be actuated. Such tables, called "Tables

of Second Failure", have been provided for the first Austrian power plant by

the reactor vendor, KW.

Although these "Tables of Second Failure" represent a major progress
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compared to the "Single Failure Criterion" in estimation of the allowable re-

pair times, they are laborious to manage during plant operation. This becomes

obvious when looking at the structure of the tables ås will be illustrated in

the next chapter. Moreover, from the "Tables of Second Failure" th(' Si:at~ and
the readiness of thc safety systems do not become transparent enough for the

operator.

This situation was the motive ror the development of a prototype of a

computer aided informtion system for the operator. This prototype system is

based on the "Tables of Second Failure" for the most important protective ac-

tions of the reactor safety system (3).

Referring to KTA we conclude that the development of this prototype

system is in agreement with the requirements of this standard. The "condition"

of the components is represented by the binary states

working (successful) state
failed state.

The "condition" of a redundant system like the reactor safety system is

represented by the accepted time of readiness. In the case a system degrada-

tion, because of faults, is observed (either by testing or selfmonitoringl the

l'epail' time expresses the accepted time of readiness. These "conditions" then
will be brought to the operator' s notice by means of colour CRT-displays.

2. TRE "TABLES OF SECOND FAILURE"

2.1 Structure of a Reactor Safety System

Fig. 1 shows the principal structure of a reactor safety system. The pro-

tective function is the basic element. One or more protective functions can

initiate a protective action (physical diversi ty) .

Originally only the reactor protection system comprising section 1 and 2

(Fig. 1) was represented in the "Tables of Second Failures". Section 3, the

active engineered safegiiards ("actuated devices") including power supply was

missing.

In our recent development work these components have been considered

according to the requirements of KTA 3501.
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2.2 The Derivation of "Tables of Second Failure" from Faul t Tree Analysis

As an illustrative example for derivation of "Tables of Second Failure"

from fault tree analysis, protøctive action No. 6 "Start Low Pressure Cooling

Injection System" is chosen, which also serves as our demonstration example.

(See chapter 4. 2)q'his protective action consists of 4 x 50% subsystems.

Fig. 2 shows the fault tree of subsystem B (safety area 2)of the "Low

Pressure Cooling Injection System". The transformation into the corresponding

"rables of Second Failure" is shown in Fig. 3. The engineered safeguards and

power supply - abbreviated in Fig. 2 by "mech. c. power" - are indicated in

the "Table of Second Failure" of Fig. 3 in detaiL.

According to the rules of the operational manual a subsystem is considered

to be lost if one row of the corresponding "Table of Second Failure" is lost. Two

of the 4 x 50% subsystems must function. If this is.not the case, shutdown

is required. The rules provided in _the operational manual h~ve been translated

into decision table for evaluation by a computer.

3. THE MA-PROCESS INTERFACE

As already mentioned the "Tables of Second Failure" are laborious to

handle manually because of the variety of possible failure combinat; ans and

counteractions. Hence it can turn out that this job can be a risk of human

error influencing the overall performance of the plant:

The reactor operations crew has to:

. (1) locate and identify the faults after detection
(2) keep record of the time necessary for these actions mentioned above

(3) locate the failed component in the "Table of Second Failure"

(4) evaluate theassociated failure combinations

(5) find the right counteraction (repair time) to be taken

(6) supervise the repair times

It seems to be advantageous to automatize same of these actions, especi-

ally the use of the "Tables of Second Failure" and the information processing

between the operator and the process to be controlled, i.e. the status of the

reactor safety system. This has been done by use of a computer. Action (1)

cannot be automatized total ly. In many cases even selfmonitoring failures in the

reactor protection system have to be identified rrom a collective message, and
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moreover, failures in active engineeredsafeg~ards must be detected by testing.

In our present version there is no option for on-line coupling between

the computer and the reactor safety system, and action (2) is not performed

automatically. Fig. 4 shows schematically the configuration process - computer _

man. The operator gets the alphanumeric symbol of the failed or repaired com-

ponent(s) and puts it into the computer via the keyboard. Action (3) - (6) are

performed by the computer.

The resul t of the computer-evaluation is presented on a colour display

which isthe output device. Designing the display was done always with the

human operator primarily in mind following the principle: "The display system

design is the quantum jtmp in the operator' sinterface".

Direct operator interaction may easily follow, if deemed desirable, once

the display system has been made effective by applying the display design

methodology outlined in Fig. 5.

4. THE COLOUR DISPLAY SYSTEM

4.1 Purpose and Function of the Display Set

The purpose of the display set which has been developed is to give the

operator the optimum overview of the repair state of these safety systems. Ta

allow the operator to make the necessary observations and decisions quickly

and intellegently, a display hierarchy has been chosen as the appropriate

tool as shown in Fig. 6. This hierarchy comprises two levels of presentation:

monitoring level
diagnostic level

At the "monitoring level" the present version of our system has two pictures:

a representational overview picture showing the structure of the

four safety systems

a time table showing the (running) time left for repair before shut-

down of the reactor has to be performed.

At the "monitoring level" the operator can recognize:

the permissible repair interval expressed by colours as follows:



- 371 -

red: immediate shutdown

lilac: 10 hours repair interval

yellow: 100" " "
the d.esignation of the subsystem which has to be repaired (e.g.

safety area lA)
apointer to the appropriate detailed picture on the diagnostic

, level

Hence, on the basis of this overview picture on the screen, the operator

can see which protective action he has to study in more detail. By pressing

the button on the keyboard whose number is displayed on the overview picture

close to protective action in question, he automatically is led to that part.

of the safety system where the fault has occurred.

According to the requirements of KTA 3501 the diagnostic level should in-

clude three kinds of pictures shöwiúg:

Dl: protection system with its subunits including initiation level, logic
unit and control level

D2: energy and auxiliary media supplies
D3: details of mechanical components (e.g. motor section of emergency

coolant pumps) which are of interest for the operator

At the diagnostic level it is difficult to decide how far to go into detail.

At the present stage of model development only Dl is represented.

4.2 Illustrative Example

As a representative example for the application of this display technique

the Emergency Core Cooling Systems have been chosen as they are represented in

our model (Fig. 7). The system include:

Relief and Safety Valves

Low Pressure Coolant Injection System (LPCI-System) consisting of 4 x 50%

engineered safeguard subsystems

Core Spray System

Consider the simplified "Low Pressure Cooling Injection System" (LPCIS)

with its 4 x 50% subsystems (respectively safety areas). In the emergency case

this system acts after operation through 600 seconds as Residual Heat Removal

System (RHRS). Major active components of the system are the four emergency
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cooling pumps and the four heat exchangers. For this example the following

state of the system is supposed:

subsystem C (safety area 3) is in repair (fault in the control level of

the reactor protection system is being eliminated)

two of the six alarm units of the protection function activated by "water

level very low" have failed; this means in this case: Subsystem A (safety

area 1) cannot be activated by that physical diversi ty criterion.

According to the rules connected with the "Table of Second Failure" for

this protective action, the permissible repair time is 10 hours. The overview

picture will show the following situation: The 4 x 50% subsystems are symbolized

by one line and the four emergency coolant pumps by one pump. According to the

10 hours repair state they appear in lilac colour. The unavailable subsystems

A, C (safety region 1, 3) are indicated in red besides the pump symbol. The

other systems which are expected to be in non-failed state, are all displayed

in green colour.

A number (6.1) in cyan colour is the number of the button the operator

has to press to get the proper picture on the diagnostic level.

4.3 The Structure of the Software (7), (8), (9)

4.3.1 GeneraZ Discussion

At the Halden Proj ect development work within the fields of control room

design and applications of computers in operator communication systems has been

an ongoing activity during the last ten years. It has turned out that computer

controlled colour displays are very useful taols for presentation of correct

and comprehensive information of the plant status for the operators.

At the Halden Project general programme packages have been developed for

generation, display and updating of colour diagrammes. It was therefore natural

to adapt this ongoing research work to the development of the prototype system

for surveillance of reactor safety system.

This adaptation led to a processing system including general software

modules for the display system, and specific modules for the models of reactor

safety systems. Even though these two sets of software modules were developed

independently of each other, the present version can be looked upon as an
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integrated system. This integrated system can on the other side be divided into

system generating modules and active analysis modules.

4. J. 2 Generating Modules

The generating software modules comprise routines to generate the model

of the reactpr safety system in terms of "Tables of Second Failures", decision

tables and status tables. This model is the framework of the whole analysis part

including tables to store the results of the analysis (status of the reactor

safety system). Other generating modules exist for the generation of the mimic

diagrammes which present the status of the reactor safety system to the operator.

This picture-editor creates the framework of these diagrammes in the form of

tables ~or colours and conditions for the different strings in a picture.

The model generator and the picture-editor produce both a library containing

tables of the reactor safety system and the picture tables, respectively. The

pictures are at this stage prepared to fetch information aboutthe status of the

reactor safety system.

4.3.3 Analysis Modules

The other software modules perform the analysis and status updating task,

including some service routines. These modules canbriefly be divided into the

following groups:

Keyboard service modules .
Updating and analysis modules for the reactor safety system model

Picture display and updating modules

The first and the last group are general software packages adapted to the

special needs of the programes in the second group. Even if the analysis

modules are special, they are general in the sense that any model of a reactor

safety system (within some limitations) can be analysed by them. The different

models can be generated by the model generator.

The information flow wi thin the total system is illustrated in Fig. 8.

The keyboard handling service routines treat input from the keyboard(s) used

in the actual installation. Information from the keyboard(s) are used both

for updating the status tables of the reactor safety system model and for the

display system. The status tables of the reactor safety system model are updated

when the operator types in a fai led or repaired component, and the display system
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will react upon requests from the operator via the keyboard, to display a ne~

picture on the colour screen.

When the status of the reactor safety system is changed, the analysis

modules are automatically started. First one routine will update a component

status table, then the failure combination analysis module will analyse the

status of the reactor safety system, and the results from this routine are

transferred to the message analysis modules which in turn will prepare correct

messages (counteraction and "verbal" status report) to the appropriat-e picture.

Only the message valid for the currently displayedpicture is shown on the

screen. The repair time supervision module initiate simultaneously a count down

sequence for the actual protective action, and will give a plant shutdown

message if no counteraction is performed when the repair time has elapsed.

The display modules fetch information fram the keyboard service modules

and display the requested picture on the display screen. The status of the

reactor safety system model is fetched from the status tables and are combined

with the predefined colour/condition-tables in the picture such that the

correct string with the correct colour appear on the screen. In the message

area in the lower part of the screen, there will appear a corresponding counter-

action message prepared by the message analysis modules.

All modules outlined in this section run in so-called "real-time" mode

according to the requirement that the repair time is a critical parameter.

5. CONCLUSION

In this paper a possible solution of the probleù "Monitoring readiness

of the engineered safety systems" has been presented.

The further development work should include:

on-line transmission of the detected failed state of a component

into the computer as far as it is possible,

computerized inspection of engineered safety systems during periodic

test-start ups as described in (6)

By such improvements it is believed that the presented system for surveillance

of the reactor safety system will provide the operator wi th a powerful tool in

his supervision of the plant, thereby increasing both plant safety and plant

availability.
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ABSTRACT

The paper is providing an overview of some projects recently developed

or under development at ELECTRICITE DE FRACE in the field of surveiilance

of particular plant processes or subsystems.

The first system described is devoted to the on line surveillance of

protection sensors response time. Experience gained both in laboratory

experiments and in plant testing leaded to the implementation of a

microprocessor based on 1 ine moni tor.

The second surveillance system described is a fast transient monitor

designed for turbine and generator surveillance and disturbance analysis.
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SURVEILLANCE SYSTEMS UNDER

DEVELOPMENT. AT ELECTRICITE DE FRACE

1. INTRODUCTION

Since the beginning of the important program of erection of nuclear power

plant carried out by ELECTRICITE DE FRACE,. much attention has been paid

to the development of data processing and data display systems intended to

enhance operator' s aid and guidance. The computer system for data processing
and display in the PWR 1300 MW power stations to be started in 1982 was

described previously (IJ. This paper will present some complementary systems

presently under development at the Research and Development Center of E .D.F.,

at CHATOU (FRACE).

The first system described is devoted to the on line surveillance of

protection sensors response time.

The two other ones are fast transient monitors designed for generator and

turbine surveillance and disturbance analysis.,

2. ON-LINE EVALUATION OF SENSORS RESPONSE Ti~m

Several surveillance methods were developped in order to evaluate, on site

and without dismounting, the response time sensors used in the protection

system of PWR plants. This is part of a joint program developped by

COMMISSARIAT AL' ENERGIE ATOMIQUE, E. D. F ., FRTOME and WESTINGHOUSE (U. S.A.) .

Basic principles and experimental investig~tions have been described

elsewhere L2J. Two types of surveillance methods were investigated.
The first one is an acti ve method to study thermal response of the sensor
to an electrical exci tation. The second one is a passive method to perform

a noise analysis of the sensor i tself, in normal operating conditions.
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Active method Loop Current S tep response.

The active test unit, (figure 1), generates a step in the current flowing

through the resistance sensor under test. This increase of current causes

a self-heating process and a transient response transmitted to the data

processing unit.
It can be shown by using a thermal model of the sensor that the transfer

function associated with such a process of internal heating by an electric

current is of the form :

H. (p) =in
f(P-Z j )
f(p1C )

~~ile the desired transfer function associated wi th a change of the fluid

temperature is :

Hext(p) A. 11i i l
p - C(i

The measured transient

R. (t) = ¿B.in . iei
-cL ti..

is analysed in ord~r to determine estimates of poles ~ i'

The knowledge of their values is sufficient to deduce the transfer

function H t (p). and thus the step response associated with it (figure 2).ex
The response time of the sensor is taken as the time for whick step response

is 63,2 % of its final value.

Passive method sensor noise analysis

The fluctuations of the signal delivered by the sensor are the noise of the

physical process fil tered by sensor. Assuming that the process noise is

stationnary and white, it turns to be that the spectrum of the sensor noise

signal represents the modulus of the sensor transfer fuuction H (p).
Two methods have been compared and are leading to similar results : in the

frequency domain, the power spectrum computed by a Fast Fourier Transform

is approximated by a simple transfer function, and the response time can then

be deduced.
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3. I. !E!~~i~nt _E~£~E~i~~_~~~~~~_f~E_~~~~E~~~E_~~E~~ill~~£~

In 1976, new needs were expressed for generators surveillance, due to

the increase of power of the new machines to be operated .

The demand was for a system performing an off-line analysis of the

,electrical dis turbances occuring during turbogenerators operation..

The general requirements were the following

analog and logic inputs.
- memory of aperiod of time preceding the triggering of

the system.

- external and internal triggering.

good response time.
- direct reading of records

good accuracy
- low price.

A two years development study led to a modular system to be now installed

in any PWR power station built by E.D.F.

Each module receives 8 analog inputs (currents and vol tages) and 9 logic

inputs (eireuit-breakers positions, stator or rotor earth indication,
maximum vol tages or currents occurences, ete.).

The frequency response is bett~r than 300 Hz, the accuracy better than 3 %,

and the. time resolution better than 1 ms.

The storage time before triggering is 250 ms and the storage time after

triggering variable from 2 to. 14 s.
Triggering is manual or automatie, by selection of any combination of

logic inputs.

üp to 4 modules can be opera ted in slave mode under the control of a master

unit.
Records are displayed on paper ro11s by thermal graphic recorders. Thus,

the reading speed in the memory system is 100 samples per second, which is

to be compared with th~ writing speed in the memory, equal to 2000 samples

per seeond. For this reason, the system is opera ted sl ightly off-line,
the total retrieval time for a 14 s reeord not exceeding J minute.
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The system is designed for high reliability~ with no mechanical part

(except in the strip chart recorder).

The 800 K system memory makes use of J 6 K RA1 LSI circui ts.
Two prototypes have sustained wi thqut any failure a six months testing

per iod in a conventional thermal power plant.

Industrial operation will begin in 1980 ; the system, called O.P.G.14,

will be built under patent by CE~ff, Chaville, (France).

3.2. Fast transient monitor for turbines

This system is intended for the description of the evolution with time
of a certain number of parameters, just before and just after the occurence

of anyabnormal condition in the operation of the turbine.

The capacity of the system is as follows :

- 40 analog inputs scanned each 40 ms

- 20 analog inputs scanned each 0,5 s

- 60 logic inputs scanned each 10 ms.

The triggering is external or internal. If triggered at time t , theo
system will memorize permanently all the data between t -60 sand't +80 s.. . 0 0
If any other triggering action occurs, the system must be able to execute

the same process during 3 complete cycles.

The operator is provided with interactive communication system allowing

him to select and display any sequence of data selected among the 100 inputs

and the (to-60 s, to+80 s) time interval.

Two different prototype systems are presently under construction, giving

thus the possibil i ty to evaluate competi ting technologies.

One project (figure 3) makes use of conventionnal solutions, with isolation

amplifiers for analog inputs, opto-elec tronic couplers for logic inputs,
32 KRAmemories and ZilogZ 80 microprocessor as a central unit.
The display makes use of a HP2648A graphic terminal and a HP7245A plotter.

The second project (figure 4) is intended to test more advanced technologies.

Isolation of analog inputs is done optically, data storage makes use of

rnagnetic bubbles memories , wi th a capaci ty of 1152 K bytes.

The display is a digital graphic and static recorder (ES 1000 of Gould-Allco).



- 390 -

The time schedule of the pro j ec t is as fo 1 lows :

March ) 980 : delivery of the 2 prototypes.

April-May-June ) 980 : Lab i tests.
July to december ) 980 : Testing period in power plants.

June ) 980 : industrial operation in ) 300 MW

PWR power plants.

4. CONCLUSION

Three surveillance systems presently under developmentat ELECTRICITE

DE FRACE have been described. They are planned to be in industrial opera-

tion in ) 98 i, and to present comprehensive i~formation to the operator
about the status of a limited number of subsystems within the plant.

Similar approach is believe to be meaningful for others ~ubsystems, and

should be investigated during next years.
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Acoustical signal processing

for light water reactor diagnosis

Abstract

Acoustical signal processing methods for the detection

of loose parts and abnormal vibration of reactor internals

are investigated. The study involved extracting features of

impact and fr iction sounds caused by anomalous phenomena in

a reactor from accelerometer signals which are contaminated

by background noise. For this purpose , three methods are

investigated. These are: 1) ademodulation method¡ 2) impact

per iod analysis ¡ and 3) ampli tude-time difference method.
The effectiveness of these methods are demonstrated

through mockup testing and in-plant experiments for simulated

impacts in a boiling water reactor.

1. Introduction

Recently, acoustical signal processing techniques for

condition monitoring of mechanical equipment have been devel-

oped in order to achieve reliable plant operation. A

piezoelectric accelerometer attached on the outside of a

nuclear reactor can be used to detect anomalous phenomena

related to metal to metal impacts or friction in the reactor.

Application of an acoustic method to the on-line surveillance,

however, has a problem which ar ises from the large and un-

desirable background noise generated by coolant flow and

boiling.
The purpose of the present study is to extract features

of impacts and friction sound caused by motion of loose parts



uT u~oqs sT xoq Tauueq~ TanJ e o~ peq~e~~e ~e~awo~aTe~~e aq~

~q peu1e~qo Teu61s ~nd~no e ~01 wn~~~ads ~~uenDa~J eq~

. ~ ~oddns xoq Teuueq~
eq~ pue saxoq Tauueq~ TanJ uea~~eq s~n~~o uOT~~T ~d

. )Iue~
aq~ JO apTslno eq~ pue xoq Tauueq~ TenJ e JO do~ eq~ i aqn~

uOT~eluawn~~suT aq~ JO pua ~a~oT aq~ o~ paq~e~le a~e~ s~e~aw

-o~eTe~~v -slueuodwo~ aq~ JO uOT~e~qTA pa~npuT ~oTJ ~eÇ aq~

-wo~~oq eq~ uo seToq ~oTJ ~aÇ ~e~e~ ~noJ peq )Iue~ aq~ .)Iue~
~a~e~ e uT paTTe~suT a~a~ aqn~ uOT~e~UaWnl~SUT a~o~-uT e pue

saxoq Teuueq~ TanJ JO sTepow aTe~s TTnJ ~noJ i a~o~ MMa e JO

Tapow TeT~~ed e sv - ~ - 6Td uT u~oqs ~l TTT~eJ lse~ uOTle~qTA
pe~npuT ~OTJ aq~ 6uTsn ~no paT ~~e~ e~e~ s~uawT ~adx8

- TaSSeA aq~ JO epTs
-~no eq~ o~ pe~e6edo~d sT punos aq~ q6noq~ Te i TasseA ~o~~ee~

aq~ JO epTs~no aq~ Ol peq~e~~e ~osues e ~q sTeu~a~uT ~o~~ee~

JO uOT~e~qTA l~alap o~ ~Tn~TJJTP sT ~I .punos uOT~~T~J eq~

JO Teu6Ts (adoTeAue) pe~eTnpowep aq~ wO~J palewT~sa aq ue~
uOT~~T~J aq~ 6uT~uedwo~~e uOT~e~qTA sTeu~e~uT ~o~~ea~ eq~ JO

Á~uanDe~J aq~ -punos uOT~~T~J eq~ JO edoTeAue eql uT peuTe~uo~

sT uOT~ew~oJuT TeuoT~e~qTA ~eq~ s~se66ns ~~eJ sTq~

( - T - 6Td eas) - ~~uenDa~J
uOT~e~qTA eq~ a~T~~ ~q pe~eTnpow sT uOT~e~qTA ~q pasne~ punos

uOT~~T~J eq~ la~oJa~eq~ .sTe~ew O~~ aq~ JO peeds aAT~eTe~ uo

spuadap spunos UOT~~T ~J Te~ew O~ Telaw JO apn~ TTdwe eq~

Poqlew uOT~eTnpowea -T-Z

6uTsse~0~d Teu6TS . Z

- eSTou puno~6)1~eq ~q pe~euTwe~uo~
sTeu6Ts ~e~awo~eTe~~e 6uTsn punos eq~ JO UOT~ Tsod e~~nos eq~

a~ewT~sao~ pue STeu~e~uT io~~ee~ JQ uOT~e~qTA snoTewoue pue

- L6£ -



- 398 -

Fig. 3- (a). The fundamental vibration frequencyof the channel

box is 1. 25Hz. The frequency spectrum obtained by the de-
modulation method is shown in Fig. 3- (b). The friction sound

is detected by the accelerometer on the tank and the signal

in the region of 1kHz - 10kHz is demodulated. The frequency

componen t of 2. 5Hz (twice the fundamen tal frequency of the

channel box) appears in the spectrum.

2.2. Impacts per iod analysis

The metal to metal impacts caused by reactor component

vibration are periodic and the period corresponds to the

vibration frequency. The identification of impacting com-

ponents is possible from the relationship between the natural

frequency of the component and the impact per iod.

The impact per iod can be determined statistically by

histogram analysis. As shown in Fig. 4, aperiod histgram is

made from impacts signals. The hor izontal and vertical axes

of the histogram correspond to the time interval of impact

and the detection frequency of each time interval for a. given

measuring time, respectively. The histogram can be made

easily using a microprocessor. The random noise has an

exponentially decayed distribution. The periodic signal

appears as a peak on the histogram and the peak posi tion
corresponds to the impact per iod.

Fig. 5 shows results obtained for a histogram analysis.

The data were collected using the flow induced vibration test

facili ty (Fig. 2). vibration was induced in the in-core

instrumentation tube by the jet flow. The tube then hit the

fuel channel boxes and the impact sound was detected by the

accelerome ter at the end in the tube. The peak seen in the

histogram corresponds to these tube impacts.
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2.3. Ampli tude-time difference analysis

For the detection of impacts accompanying anomalous

phenomena in a reactor, similar signals such as electr ical

spike noise and sound of machine componen ts under normal

operation should be rejected.

The information relating to impact posi tion is valuable
for spurious alarm rejection and location of loose parts.

Impacts which accompany normal machine operations, such

as control rod motion, occur at known positions. Therefore,

these impact signals can be discriminated from impacts gen-

erated by anomalous phenomena by analysis of posi tion im-

forma tion.

The information on impact posi tion is contained in

mu tual relationships between ampli tudes and detection times

of impact signals of three or more acoustic sensors. As

shown in Fig. 6, impact signals detected by 3 sensors (A, B

and C) have time differences relative to each other and the

ampli tudes are also different. The detection time and am-

plitude depend on the length of the sound path and shape of

the sound media. The ratio of ampli tudes and time differences

between the sensor signals, however, is invar iable for an
impact at the same position. This information is represented

as an ampli tude-time difference pattern (Fig. 6). In the

figure, the horizontal and vertical axes represent time from

the first detection signal and ampli tude normalized by

maximum amplitude (Vc), respectively. The information from

each sensor signal is represen ted as a posi tion on the two

dimensional plane. This pattern in invar iable for the impact

occuring at the same position.

Exper imen ts wi th the ampli tude-time difference analysis

were carried out by using a BWR. As shown in Fig. 7, accelero-

meters were attached to several posi tions of the BWR.

Impacts were given to the reactor vessel by hi tting wi th a
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hammer. The acoustic signals were recorded on a 16 channel
transient memory (1024 words/channel) and the analysis was

car ried out by microprocessor.
An example for an ampli tude-time difference pattern of

the reactor vessel impact is shown in Fig. 8. These data

are average values of 10 impacts and deviations of time dif-

ferences are denoted by the bars. The deviations of ampli tude

are less than 5% of full scale. The da ta scattering for the

impacts at the same positions is sufficiently small.

The posi tion of impact can be estimated by searching

for a similar pattern from a list of known patterns, filed

previously, and obtained by hi tting posi tions of a reactor
vessel wi th a hammer.

3. Conclusions

For the detection of loose parts and abnormal vibration

of reactor internals , ~everal acoustical signal processing

methods were investigated. These are:

1) demodulation method for the detection of metal to

metal friction caused by vibration of reactor

internals ;
2) impact pe~iod analysis for the detection of

per iodic impact sound in a reactor; and

3) ampli tude-time difference method for location of

impacts and rejection of false alarms.

The effectiveness of these methods were demonstrated

through mockup testing and in-plant experiments for simulated

impacts on a boiling water reactor.
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INTRODUCTION

Neutron noise analysis can be used as an efficient and simple mean
of surveillance in PWRs, using existing detectors in a reactor in normal
operating condi tions .

For performing an effecti ve surveillance, and clear diagnosis
is important to have a good knowledge of the noise sources in PWRs and of
their effects on the detectors' s~gnals. .

In this paper, we present an analysis of the potentiel or actual
noise sources and experimental resul ts of neutron noise measurements performed
on three differently designed reactors. The consequences of these investiga-
tions are then applied to define principles of surveillance

I - POTENTIAL SOURCES OF NOISE IN PWRs

I-l. General principles.

Neutron noise sources in a PWR are related to i ts technological
design, .especially for the mechanical and thermohydraulical aspects. The
effects of these perturbations and their propagation inside the reactor
dependsonthe nuclear characteristics of the core, and particularly on its
size.

Main physical origin of neutron noise are fluctuations of the nuclear
characteristics of the media ~oncerning the neutron transport.

We can distinguish two general categories of perturbations
tansmission and direct flux effects.

I-l.l. Tranission

These effects concern fluctuations of the transport. in the non multi-
plying regions traversed by out going neutrons, and will induce fluctuations
on excore detectors. The fl ux effect inside the core is weak.

I-l.2. Direct flux effect

This concerns phenomena that change the flux inside the core. A given
perturbation will induce fluctuations of flux, manisfesting themselves in
different ways according to the size and shape of the core, as it has been
studied by several authors /1/ to /4/.

For instance, a displacement of one assembly in a small core A (Fig. 1)
will induce flux fluctuations that will be strong throughout the core, although
the same displacement of the same assembly in a large core B (fig. 1) will
induce a much smaller effect, more or less limi ted to the perturbed region.

I-2. Noise sources

Physical and empirical considerations lead us to consider a set of
possible neutron noise sources in a PWR working in steady state condi tions. .

These sources can exist in normal condi tions or appear in some particular
cases and sometimes in connection wi th a malfunction.

These sources, their effect on flux and the sensors associated to
their detection are sumarized in table L

I-2.1. Mechanical sources

Vibrations of internal structures (Fig. 2)
These important noise sources have been investigated by loop experiments

and computations for 900 MWe PWR. Some shapes of deformation are presented in

fig. 3.
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The core barrel and the thermal shield have movements of mode 1
(pendulum movement) and higher modes, mainly mode 2 of the thermal shield
and mode 3 of the two components.

The vessel has a pendulum movement too. The mechanical behaviour of
internal structures for a PWR like FESSENHEIM is now clearely known (/5/
to /9/) .

These sources mainly affect transmission, and theycan lightly affect
incore flux, by reflector variation induced by vibrating structures at the
vicinity of fuel assemblies.

We show in table 2 the values of coefficients relating the fluctuations
of excore detectors to the displacement of each structure, for a 900MWe
reactor as FESSENHEIM. These computations have been performed with ANISN 1D
transport code /10/.

The normalized APSD of neutron noise corresponding to internal structures
(and fuel) vibrations is

P (f) = ~ h. h . PA . A . (f)
1: i J L.xi L.xJi=l, j=l

where
Ó. . is the displacement of the component ixi

PA' A . is the APsd 16f the displacements of the component i
L.xi L.xi

PA' A . is the cpsd26f the displacements of the components i and j
L.xi L.xJ

h. and h. are the coefficients associated to the movements of componentsi J. d'i an J.
An important observation is that movements of the core barrel or

thermalishield, without any displacement of the fuel, can be observed
on excore detectors.

Fuel. vibrations
Beam modes of fuel assemblies are expected to induce neutron noise.

For external assemblies. , a radial displacement will induce two effects

- change in transmission, because the sour ce of neutron is nearer
to the vessel, and so the thickness of the water is reduced.

- direct flux effect by reflector effect
Vertical movements can also induce flux perturbations, in case of
fatigue, or breaking down of the top springs,

Control rods or burnable poison vibrations :
These vibrations will cause fluctuations of the flux inside the core.

I -2.2. Thermal sources

I-2.2.1. Effect of transmission

Fluctuations of water density caused by the temperature fluctuations
in the water intervals between the core barrel and the vessel will change
neutron transport from the core to excore detectors.

(1) APSD
(2) CPSD

Auto Power Spectral Densi ty
Cross. Power Spectral Densi ty
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1-2.2.2. Effect on incore flux

Every change in density and temperature of the moderator will induce
change of the flux in the core. Several phenomena can induce fluctuations ~

Inlet temperature fluctuations
- Primary flow
- Fluctuating cross flows at different temperatures
- Boiling .

i -2.3. Other sources

. Detection noise
Random arrival of neutrons on the flux detector induce a quasi white

noise, whose normalized DSP is equal to (2/ counting rate of the detector) .

. Inherent reactivity noise

This stochastic noise source is related to the white reactivity noise
. due to the discontinuous nature of the fissions . In power operating re~ctors,
the normalized PSD of the fluctuations due to this source is about 10-5 of
the value of the PSD of the white detection noise. So this source can be
neglected.

. Primary pumps

The primary pumps induce on the PSD of the detectors resonances
corresponding to the angular speed of the pump and its ~vertones.

. Movements of the detector

In certain condi tions, vibrations of the detectors can induce fluctua-
tions of its signal;

. Apparatus noise

The electronic device associated to the eh amers induce a noise, that
can be supposed constant in absolute uni ts.

. Interferences

Other electrical devices at the vicinity of detection system can
induce interferences on the recorded signal.

II - MEASUREMETS ON SEVERA PWRs

II-1. Presentation

We performed noise measurements on three different kinèS of PWR

- Reactor of CHOOZ. 1040 MWth, 310 MWe
First startup in 1967.
Definitive startup after repair in 1970.

- C.A.P. : "Chaudière Avancée P,rototype" (Advanced Prototype Reactor)
set in the Nuclear Research Center of Cadarache.

The measurements were performed with a 12 17x17 assemblies co re
(see fig. 4)

- First serie of 900 MWe (Pth ~ 3000 MWth)

Measurements were performed on uni t 1 and 2 of the FESSENHEIM plant
and unit 2 and 3 of the BUGEY plant (the first unit is 600 MWe gas-gra-
phi te reactor).
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Conception of internal structures and co re disposal is shown
in fig. 2.

iI-2. Main characteristics of noise measurements

II-2. 1. Reactor of CHOOZ

ii-2.1.1. Experimental data.

Several series of noise measurements have been performed on this
reactor and particularly at different power levels.

The signals from excore ion chamers are gaussian and r .m. s of fluctuations
is about 1 0/00 at full power, for a (0.1 Hz, 40 Hz) frequency domain.

We show in fig. 5 the PSD of signal from an excore ion chamer, for a
measurement at full power. We can observe

- 2 peaks at 4,3 Hz and 5,4 Hz
- some other peaks less marked

a strong low frequency contribution
a white noise over 20 Hz
a peak at 24,7 Hz corresponding to the frequency of the primary
pumps

- a peak at 30. Hz corresponding to the aliasing of the 50 Hz network
frequency (sampling frequency : 80 Hz)

The results of phase and coherence analysis show

- for two opposite detectors, a strong coherence and a 1800 phase
shift at 4,3 Hz and 5,4 Hz (fig. 6) and a rather good coherence and
00 phase shift around 20 Hz. No good coherence elsewhere.

- the coherence and phase of CPSD of upper and lower signals of detectors
are shown in fig. 7. The coherence is almost equal to 1 up to 15 Hz
and there is no phase shift, excepted in the low frequency range where
we can see a decreasing coherence and a phase shift.

When the power level decreases, the spectra changed as shown in fig. 8.
The. r .m. s. value in different frequency ranges, versus power, is shown in the
same figure.

II-2 .1. 2. Interpretation
. Peaks at 4,3 Hz and 5,4 Hz correspond to pendulum movements of core

barrel and fuel. The observed amplitudes (8 0) versus direction is shown in
in fig. 9, with estimated displacements . The reason why we observe two resonan-
ces must be that there exis~ a contact between the core barrel and the vessel
on an inlet water nozzle.

. Otherpeaks must correspond to higher modes of vibrations of the
core barrel. In particular 20 Hz must correspond to a second order ring mode
(no phase shift for two opposite ion chamers).

. White noise over 20 Hz corresoond to the white detection noise and
its level versus power corresponds to the predicted formula.

. Low frequency noise is proportional to the' power level. We believe
that this noise is due to fluctuating cross flows in the co re , inducing local
temperature fluctuations of the water. The effect will be proportional to the
radial temperature gradient and thus to the power level.
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It seems that the temperature fluctuations induce a rather local effect
on the flux. The peripherical temperature fluctuations will be first observed
on the lower part of an excore detector and then on the upper part wi th a time
lag To corresponding the transit time between this two detectors (0,4 s)
So the phase shift of CPSD of upper and lower detector 1s proportional to
the frequency. This can explain observed coherence and phase (fig. 7) :

Two contributions exist on detectors
P 1 (f) : low frequency mechanical noise, wi th no phase shift for the upper

and lower detectors

P 2 (f): temperature noise
The coherence will be

P () -21TjfTC (f) i f + g °P2 (f)
Pi (f) + P2 (f)

and the phase shift

( -21TjfToCf= Arg Pi (f) + e

for f ~.O, C (f) ~ 1 , 'f~ 0

When f increases, t¡ becomes negative and C (f) decreases
when f keeps increasing, P 2 (f) vanishes l' ~ 0 °
and C (f) ~ 1.

P2 (f))

When the power level decreases, this phenomenon vanishes, as it was
observed during a measurement at several power levels (fig. 10).

II-2.2. C A P

II-2.2.1. Experimental data.

The signal of incore and excore detectors have been recorded in diffe-
rent operating conditions. They have a gaussian distribution and their rms
amplitude are about 3%0 at full power in the (0..1 Hzi 20 Hz) frequency
domain.

The main characteristics of neutron noise measurements on this
reactor is that the fluctuations of flux are global inside the co re : everycouple of incore or excore detector gi ves a coherence almost equal to 1 and
in phase signals up to 12 Hz.

We show in fig. 11 the PSD of an excore detector. We can observe

- a strong low frequency contribution
- damped peaks at 7 Hz and 1,5 Hz.

When the power changes, evolution of the PSD is shown in fig. 12.

1I-2 . 2.2. Interpretation
. Following mechanical resul ts, the part of the PSD independant of the

power level must correspond to vibrations of fuel assemblies exci tated by
the water flow. These vibrations induce flux fluctuations globally inside the
core.

. Low frequency contribution, proportional to the power level must
correspond to temperature fluctuations, induced by fluctuating cross flows
as for the CHOOZ reactor. The rms amplitude of the corresponding reacti vi ty
is about 2 x 10-5, which correspond to an homogeneous temperature fluctuation
in the core of about 3 x 10-2 °C rms.
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. No pendulum movement of internal structures was observed in the
(0.1 Hz, 20 Hz) frequency range.

ii-2.3. 900 MWe reactors

II-3.1. Experimental data.
Measurements have been performed on unit 1 and 2 of the FESSENEIM

plant and unit 2 and 3 of the BUGEY plant.

Excore detectors' signals were recorded and analysed. Signals are
gaussian.

Figue 13 shows PSD obtained on unit 1 and 2 of FESSENHEIM. BUGEY 2
shows PSD identical to FESSENHEIM l' sone and BUGEY 3 to FESSENEIM 2' sone.
Values of coherence and phase between detectors are indicated (couples of
opposite detectors : 1-2, 3-4).

For FESSENHEIM 1, rms amplitude was 0.8 0/00 and 1 0/00 for
FESSENHEIM 2 at full power, (0.6 Hz, 40 Hz) frequency domain.

Frequencies of peaks are different for the two reactors, and in parti-
cular the main peak is at 10,8 Hz on unit 1 and at 7,2 Hz on unit 2.

ii-2. 3.2. Interpretation
The different observed peaks correspond to vibrations of internal

structures :
- vessel
upper and lower core plates
core barrel
thermal shield

- fueL.

Whe show in fig. 14 to 16 the comparison between the PSD of excore
neutron noise and accelerometers located on the vessel. There exis~ a good
agreement of the frequencies for several resonances . Tables 3 and 4 sumarize
the existing movemen ts .

Expected value for the main pendulum movement of internal was 7,2 Hz
as observed on FESSENEIM 2. The reason why this frequency is higher (11.5 Hz)
on uni t 1 is that there exist a contact on a radial support key, changing
frequencies for this reactor,

3,2 Hz to 3,7 Hz correspond to fuel assemblies vibrations.
19 Hz and 33 Hz correspond to second order ring modes of thermal

shield and core barrel. In such movements, the fuel is motionless. The presence
of these peaks in the signals of excore detectors is a qualitative experimen-
tal verification of transport computation presented in part I.

Up to now, we did not perform measurements at several power levels, at
the end of a cycle (where the temperature coefficient is maximum) and long
enough to allow good low frequency analysis. So we can only suppose that the
same temperature fluctuations do exist, as in reactor of CHOOZ and in the CA.

II -3. Comparison of noise sources

It is interesting to compare results obtained on these three kinds
of reactors. Table 5 shows this comparison.

- Internal vibrations
They are the main sour ce on CHOOZ and 900 MWe reactors but do not
exist on the CAP (the design of internal structures is quite different).
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Fuel vibrations
They have been observed on the CAP and 900 MWe reactors, in which the
fuel has the same design. For CHOÒZ, the fuel is in boxes and no fre-
quency must exist below 30 Hz; this must be the reason why these pheno~
mena were not observed in this reactor.

- Water temperature fluctuations
This phenomena must exist in all the three reactors.

It is important to note that for small cores like CA the same noise
sources induce in phase global and strongly correlated phenomena, but in
large cores, local phenomena predominate.

Looking back to table l' s potential sources .we can observe noise
sources actually detected in the three reactors, under normal conditions.

III - APPLICATION TO REACTOR SURVEILLACE

III-1. Principles

The previous analysis has shown the field of the phenomena that could
be moni tored by neutron noise.

Let us reconsider the main phenomena from a reactor surveillance point
of view.

III-1.1. ~~~~~~~~~_~~~~~~~~~

III-1.1.1. Vibrations of internal structures.

They are the main noise source on excore detectors under normal condi-
tions. The functions of a surveillance methodology would be to :

- identify the vibratóry behaviour of the system (main motion about
7 Hz for free vibrations and 11 Hz with contact on radial keys)

- check that ampli tudes are correct

- detect important malfunctions at theirbeginning(lóss of function
of the hold down spring) in order to avoid damages.

- diagnosticate typical anomalies (thermal shield flexure broken...)

III-1.1.2. Vibrations of co re components

- Fuel assemblies
. beam modes : ampli tudes must be limi ted
. vertical movements : this anomaly is related to a rupture of
top springs and must be detected

- Absorbers

Any important vibrationof absorbers (contrôlor burnable poisons)
must be detected and considered as an anómaly.

III-1. 2. Thermohydraulical phenomena---------------------------
- Temperature fluctuations

. Usual cross flows detected in P~must be considered as normal
and related to hydraulical characteristics of the flow inside the
vessel.
Abnormal cross flows, such as those induced by a clearance in the
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in the haffle, and that could damage fuel rods, should be dêtected
by these techniques.

Boiling
Boiling detection by neutron noise analysis is aninteresting and

important aspect of this technique. Systematic monitoring with fixed
incore detectors would bring important informations. Ne do not deal with
this aspect in the present paper.

III-1.3. Detectors

Noise techniques can detect incipient malfunctions of the detectors
beiore that the CD is perturbed. This can be an interesting monitoring
from an instrumentation maintenance point of ~iew.

Remark
During a cycle there exist normal evolutions of noise sources and of

their effects (burnup, temperature coefficients...) One must take into account
these evolutions.

Use of a rather simple on-line system (1 st level)
- Measurements. by specialists periodically or in case of incipient

anomaly detected by the on-line system (2nd level)

III - 2. Implementation considerations
Up tonow, surveillance by neutron noise technique in France consisted

in some periodic measurements by specialists and off line analysis. Some
efforts.to roake thissurveillance roore systematic are on' hand.

On the basis of the present analysis, and taking into ac count the com-
plexity of signal processinginvolved in detailled treatments, we believe
that the surveillance roust include two coroplementary aspects

111-2. 1. ~~~_~~~~_~~~!:~~ (1st level)

This system roustbe designed to perform efficient monitoring of
internal structures vibrati~ns, fast detectiòn,diagnosis and alarm in case
of an important malfunction (loose of function of the hold down spring) in
order to avoid damages of equipments, detection of unusual configuration and
light anoroaiy suspected and in this case a specific measurement (2nd level)
is required.

Arong various solutions, a simple surveillance as

- band pass fil tering of signals from excore ion chambers in appropriate
frequency bands
normalized r .m. s. and cross variance analysis of the correspOnding fil-
tered signals (or other methods : zero crossing...) and application
of simple ~urveillance criteria
should be convenient.
Signals from. ves?el accelerometers would be analysed at the same

time by device. Probability of false alarm roust be minimized.

Associated to this device, a simple chnnnel spectrll~ analyser will give
de.tailled frequency informations on the vibrationnal behaviour of the internal
structures.

III-2.2. ~l~~~~~~_~~~~~~~~~~~~ (2nd level)

In order to make the surveillance consistent, it is necessary to use
specialized teams for
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1) periodical measurements (1 to 3 times a cycle) on incore and excore
detectors, giving informations to adjust, if necessary (normal evolutions)
the alarm levels of the on-line system, and to check that there is no
anomaly associated to the corresponding phenomen~ :

- vibrations of the fuel assemblies , mainly vertical movements

(use. of incore signals)
- vibrations of absorbers
- abnormal temperature fluctuations

2) particuliar measurements for diagnosis in caæof suspected anomaly.

CONCLUSION

Sumarizing the experimental resul ts in a few remarks, we. can draw the
following conclusions :

- Low frequency temperature fluctuations seem to be inherent in any PWR.

- Fluctuations induced by beam modes vibrations of assemblies is charac-
teristic of the design of fuel assemblies wi th guide tubes and no box.

Internal vibrations represent the most important noise sour ce for excore
detectors in reactors like CHOOZ and 900 MWe.

_ The same phenomena induce strongly correlated fluctuations throughout
the core for small reactors, while they cause lighter and local effects
in large cores.

This knowledge of existing sources in normally working reactors
associated to some effort to quantify the flux effect of the considerated
perturbating phenomena, gi ve good understanding for reactor surveillance by
noise analysis. mainly concerning vibrations of internal structures and co re
components, and thermohydraulical phenomena.
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Table 1

..-

SOURCE EFFECT SENSORS
ASSUMED POWER

DEPENDENCE

VI8RATIONS OF INTERNALS TRANSMISSION EXCORE OETECTORS CONSTANT

BEAM MODES
TRANSMISSION + OlRECT EXCORE AND INCORE

CONSTANT
FLUX EFFECT DETECTORS

FUEL VErmCAL DlRECT INCORE AND EXCORE
CONSTANT

MOVEMENTS MOVEMENTS FLUX EFFECT OETECTORS

I 

INDIVIDUAL DIRECT INCORE ANO EXCORE
CONSTANTVIBRATIONS

FLUX EFFECT DETECTORSOF FUEL PINS

CONTROL ROOS OR BURNA8LE OIRECT INCORE AND EXCORE
CONSTANTPOISOI.:S VIBRATIONS FLUX EFFECT OETECTORS

FLUCTUATlCIIS OF WAfER PROPORTIONAL TO
DEIISITY lil NON HULTIPLYING TRANSI'IISSION EXCOft!! DETECTORS

THE POWER LEVELREGIONS

IHLET .TEMPERATURE DIRECT INCORE AND EXCORE PROPORTIONAL TO
FLUCTUATlONS FLUX EFFECT DETECTORS THE POWER LEVEL

PRIMARY FL.OW DIRECT INCORE AND EXCORE PROPORTIONAL. TO
FLUCTUATIONS FLUX EFFECT OETECTORS THE POWER LEVEL

FLUCTUATING CROSS DIRECT INCORE AND EXCORE PROPORTIONAL TO
FLOWS FLUXEFFECT DETECTORS THE POWER LEVEL

eOILING
DIRECT INCORE AND EXCORE DEPENDING ON THE

FLUX EFFECT DETECTORS POWER LEVEL-

* mean tht the source ha be observed on a P11'R.

~.

Table 2

Coefficient h (cm-1)
.!

Nature of the movement !

,

Core barrel ring motion 0.02

Thennl shield .ring moti.on 0.045

! .. FUl assembly displacement 0.06

Global pendular motion 0.12

b:r = _ h. li."C 1 1
T counting rate of the detector
lii displacement of component i (cm)

hi coefficient assocíated to compcnent i (cm-1)

*

*

*
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Table 3

3,2 Hz

r
!
r
~~IDtion of the fuel r
!
1:

~~in pendulum motion of internal strùctures r

!
!..!lain motion of the vessel !
r

. !.

MOtion cf internl structures !
i;

!:

~1cde 2 cf internal structures (core barrel) r

i:

!"Frequency of primry pums r
r

Interpreta tionFrequency

10,8 Hz

13,5 Hz

16,5 Hz

19,2 Hz

24,8 Hz

Interpretation of neutron noise and accelerometry measurements on FESSENHEIM 1

Table 4

3,2 Hz lofotion of the fuel

!
!
!
!
t

Frequency Interpretation

7,2 Hz ~fain penduli. motion of internal structures

11,6 Hz .ibde 2 of the therml shield !
!--

13,5 - 14,6 Hz ~fain inovements ofthe vessel

18,3 Hz tPenduli. motion of the vessel

19,5 Hz
!

loDde 2 of the internal structures (core barrel) :
,

!
Vei.tical movement of the vessel !

!
!Frequency .of primary pums !
!

23 Hz

24,8 Hz

Interpretation of neutron noise and accelerometry on FESSENHEIM 2

Table 5

ÇHOOZ CAP 900 MWe
I

VIBRATIONS OF
INTERNAL Yes No Yes

STRUCTURES

VIBRATIONS OF

FUEL No Yes Yes
ASSMBLlES

FLUCTUATION OF
WATER

Yes Yes ProbableTEMPERATURE

( Crossflo\vs)
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CORE .8

Figure 1
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Upper core plate

Fuel assemblies

co ra plate

Figulc 2 r'ESSEÌ\~ !EH! Vcssel and intcrnal structures
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Hode 1

(pendular motion)

Hode 2

t'ode 3

Shnpcs of deformation of thc corc barrel
and thc thc).1llal shicld.
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17x 17 fuel assembly

vessel

Figule 4 : Core of the C A P
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ABSTRACT

The incipient detection of control rods vibrations is very important for the

safety of the operating plants. This detection can be achieved by an analysis

of the peaks of the power spectrum density of the neutron noi se. Pattern Recogni-

tion techniques were applied to detect the rod vtbrations which occured at the

fast breeder Phenix (250MWe).

In the first part we give a description of the basic pattern which is used to

characterize the behavior of the plant. The pattern is considered as column vector

in n dimensional Euclidian space where the components are the samples of the

power spectral density of the neutron noise.

In the second part, a recursive learning procedure of the normal patterns which

provi des the mean and the vari ance of the estimates i s descri bed.

In the third part the elassifieation problem has been framed in terms of a parti-

tionning proeedure in n dimensional spaee which eneloses regions eorresponding to

norma 1 operati ons.

This pattern recognition seheme was aoplied to the detection of rod vibrations

with neutron data eollected at the Phenix ~ite before and after oeeurence of the

vibrations.

The analysis was earried out with a 42-dimensional measurement space. The learned

- pattern was estimated wi th 150 measurement veetors whi eh eorrespond to the peri od
wi thout vi bra ti ons. The effi ci ency of the survei 11 ance scheme i s then demonstrated
by processing separately 119 measurement vectors recorded during the rod vibration

peri od.
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I NTRODUCTI ON

During the past decade an extensive effort was made in the field of nuclear

energy to develop methods able to achieve the surveillance and the diagnostic

of the components of nuclear plants. The surveillance problem consists in classi-

fying the operating modes in two cl asses : normaland abnormal. The di agnosti c
problem needs the identification of the causes of abnormality. This paper will be

focused mainly on the resolution of the surv~illance problem based on pattern

recognition techniques. Pattern recognition techniques are widely appl ied to
detect incipient failure of nuclear reactor components (1) - (4). A surveillance

system based on such a techniique is reduced to characterize normal behavior and

then to evaluate limits for abnormality.

Noise analysis techniques are applied to extract information from signal fluctua-

tions. It could be shown that main failures detected on nuclear plants, such as

loss of core mechanical integrity, loss of fuel element cooling or control rod

drive mechanism failure induce changes in the random fluctuations of the neutron

flux, coolant flow, pressure and displacement sensors.

The aim of this paper is to develop a method able to provide assistance to plant

operators after a convenient data reductionand data processi ng. The method

proposed util izes results obtained by Piety (5J. The basic pattern is considered

as column vector in an n-dimensional Euclidian space where the components are the

samples of the power spectral density of the neutron noise. A recursive learning

procedure of the normal pattern was chosen to estimate the mean and the variance

of the normal pattern. The classification problem has been framed in terms of

partitionning procedure in n-deimensional space and hyperell ipsoïdes were

retained as tha partionning surfaces. The original pattern is transformed by a

change of coordinates defined by the eigenvalues of the covariance matrix. A

statistical measure of distance is then defined to separate normal and abnormal

patterns. Finaly the method establishes alarm thresholds in accordance with

false alarm criteria determined by the plant operator.

The performance of the pattern recognition method was evaluated with neutron noise

data recorded at the Phenix plant to detect the malfunction of one control rod.

As it will be demonstrated, the influence of this failure was not able to be

detected by the instrumentation installed at the plant.
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.

PROBLEM FORMULATION

The aim of this study was the development of a surveillance method which

:utilize s noise analysis techniques and which can be implemented on a mini-

computer. Figure 1 represents the block diagram of the surveillance system based

on pattern recognition techniques. The .raw da ta conditionned first by the data

acquisition system, are processed to construct the pattern. For the Phenix

data, the processor is based on the Fourier analysis and a Fast Fourier Transform

algorithm provides the discrete power density function : A(fi), i = 1.. .n, where

f1 ..... f n are frequencies uniformly distributed in the interval (0 - 16 Hz). The

pattern whi ch characteri zes the behavi or of the plant i s represented by an

n-dimensiona1 column vector denoted X, where the components are the A(fc).. The

output of this processor is then fed into the pattern recognition system in order

to verify the normal ity of the updated computed pattern

The rema inder of thi s paper i s devoted to the descri pti on of the des i gn of the

pattern recognition system. The first task of the system is to learn the para-

meters which represent the normal behavior of the nuc1ear plant. This must be

done automatically without operator assistance.

Once the initial learning is completed, the new patterns are analyzed to detect

significant changes in the data characteristics during the pattern recognition

step..A message of abnormality will be automatically displayed to the operator,

according to an apriori false alarm probability criterion.

LEARNING PROCEDURE

The learning procedure is undertaken before the recognition step. During an

observation period, the surveillance system learns what is the normal behavior

by an analysis of the noise characteristics. This analysis leads to a statis-
tica1 description of its normal behavior. For the Phenix case a recursive algorithm

was app 1 i ed to eva 1 uate the mean and the covari ance matri x of the 1 earned pattern.
The procedure i s the fo 11 owi ng

Let N be the number of spectra evaluated with the Fast Fourier Transform algorithm

and XK = (x1k' x2k' ... xnkl, the vector number K.
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The mean vector Mk+1 after k+l computations is given by

1Mk+1 - Mk + m ~k+l - XkJ

The covari"ance matrix Ck+1 of the (k+l) vectors is evaluated by1 T k T
Ck+1 = m IXk+1 - Mk+1 J IX. k+1 - Mk+1 J + m (Ck - Xk+1 X k+1 J

The knowledge of Mn and Cn will be later used to check the Gaussian distribution

of the set of observed vectors. After this observation period which yields the

1earned pattern, two procedures can be used. The first procedure, referred to

as the supervised learning procedure does not take into account any extra da ta
to improve the learned pattern. The seco~d procedure, ca11ed adaptative learning

method, i s updati ng the 1 earned pattern every time a new normal pattern i s
detected. The first procedure only is considered in this study. Once this

1 earn i ng peri od i s comp 1 eted the survei 11 ance system mon; tors the new observed

set of da ta and i ndi cates the occurence of an anoma ly.

PATTERN RECOGNITION PROCEDURE

Thi s procedure wi 11 serve to determi ne i f a new observed pattern corresponds to a
normal or abnormal behavior. Simple and sensitive recognition schemes have to

be designed to achieve rapid1y the survei1lance. To solve the specific problem

of the Phenix control rod vibration, the classification problem of the pattern

was solved by considering a region in n-dimensional space. To characterize the

domain of normality, hyperellipsoides were chosen as particu1ar surfaces. These

surfaces are constructed with the initial vector Xk and have for equation

T -1 2
(Xk - MN) CN (Xk - MN) = Gk

where MN is the mean vector estimated during the learming period~

and CN is the associated covariance matrix.

The value of the constant G~ determines the volume enclosed inside the surface.

The eigenvectors and eigenvalues of the covariance matrix CN give respectively
the principal axes of the hyperellipsoides and the variances along the axes.

The recognition procedure consists in determining the average volume characterizing

the normal behavior and in checking if a given vector Xk is inside the hyper-

ellipsoid.
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The pattern recognition problem can be interpreted as a measure of similarity

between surfaces. In particular, the value GK can be interpreted as a measure

of the distance between the mean vector MN and the observed Xk. In practice, as

shown by Piety ( 5), the original Eucl idean space is not. the optimal space since

the covariance matrix is not diagonal and consequently the elements of vector Xk

may be correlated. In order to decorrelate. the components of a vector Xk a decou-

pling transformation matrix ~ is suggested, such as Xk is transformedinto Yk.

as Y k = ~ Xk.

If the rows of ~ are normal ize~ eigenvectors of the covari ance matrix CN, the

transformed cov~ri ance matri x CN of the transformed vector Y k isa di agona 1 matri x
whose elements Ckj represent the variances å~j along the transformed coordinate

direction. This result is valid only when the data are Gaussian and a statistical

test has to be made to verify this pro~erty. An interesting result associated with

the découpling transformation is that the volume included in the hyperellip-
soïdes remains identical

T -1 . T --1 . 2
(Xk - MN) CN (Xk - MN) = (Yk - MN) CN (Yk - MN) = Gk

~here MN represents the mean vector of Y k' k = 1 ... N

CN i s the covari ance ma tri x of ~ k .

G~ can also be expres sed by
T T

(Xk - MN) ~~ (Xk - MN)

Moreover, if the initial data set is Gaussian the transformed data set is also

Gaussian. This hypothesis was tested for the Phenix case by using the Kolmogorov-

Smirnov goodness-of-fit test. In practice, the Gaussian hynothesis was tested by

checking that the variable Z defined by :

T -1
Z = (X - MN) CN (X - MN)

is a random variable having a distribution function of a CHi-Square variate with

n degrees of freedom (n: number of components of vectors Y k and Y k). One samp 1 e

of the Ko 1 mogorov. Smi rnov va ri ab 1 eis expres sed by :

o = maxZ I FN(Z) - F(Z) I

o is the maximum of the differences between the postulated and measured distri-

bution functionsIFN(Z) is the calculated distribution function of Z, F(Z) is the

Chi-Square distribution function of a variable with n degrees of freedorn.
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The Kolmogorov-Smirnov goodness-of-fit test considers that the hypothesis that the

sample set is governed by the assumed density function is true if 0 oe O(a,N) ,where

a is the significance level. The values of O(a,N) such as P (0 ~ O(a,N)) are

tabulated for various values of N and a in (6).

The surveillance problem consists in determing if a particular measurement belongs

to the mean of the da ta set. This is accompl ished by calculating the term G~ and

the decision is made by comparing the value obtained to a preassigned thresr.old So

The determination of a value So for a specified false alarm probability,requires in

the general case the exact knowledg.e of the probability density function of Z.

For an n-variate Gaussian distribution with known mean vector MN and covariance

matrix CN. the variable Z = (Xk - '1N)T CÑ1(Xk - MN) is a Chi-Square variate with n

degrees of freedorn. Let a be the false alarm probabilit~i acceptable for the

surveillance system. The hyperellipsoide specified by :

T -1 -2
(Xk - MN) CN (X - MN) = ~ (i -a)

will enclose 100a% of the multivariable population.

For instance, if n = 40 and a = 0.05, the hyperellipsoide is defi~d by Z = 55.8.

For a false alarm probability a, the observed pattern Xk will be classify as

normal when Zk oe ~(i -a), otherwise the pattern is considered as non acceptable

and an al arm i s acti vated.

APPLICATION TO PHENIX OATA

The performance of the surveillance scheme was evaluateò to detect a control rod

malfunction which occured at the Phenix site. This fast breeder sodium cooled

reactor has a 250 ~~æ power; It is located in Marcoule in the south of France.

The raw data are the neutron fluctuation given by the neutron detector. These

fluctuations were amplified and recorded on an analog tape recorder to be processed

off-line on the surveillance system, implemented on a minicomputer. Two sets of

signals were recorded on the plant: the first set corresoonds to the normal

behavi or of a contro 1 rod, the second set was observed after the fa i 1 ure. of a
control rod.
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The powe~ spectral density was computed with and .without failure. The set of

power density spectra without anomaly constituted the learning set and 150 PSDs

were evaluated during this learning period~ The abnormal set ofPSDs contained

119 PSDs. Each pattern Xk was formed by a vector wi th 42 components form 0.4 Hz

to 16.8 Hertz at 0.4 Hz interval.

Figure 2 represents the 30 first normal PSDs. Figure 3 shows the 30 first

abnormal PSDs. These two plots demonstrate that it is impossible to visually

detect an abnormaly and consequently a pattern recognition scheme must be used.

The surveilla~ce system was first trained with 150 PSDs and in figure 4 the

shape of the mean vector is represented. The covariance matrix C150 was recursively

computed according to the procedure described previously. The Kolmogorov-Smirnov

goodness-of-fit test was appl ied to check the Gaussian properties of the data. The

histogram of the density probability function of Z was evaluated and is plotted

in figure 5.

Table 1 gives the theoreti cal and computed repartition of the Chi-Square variable

with 42 degrees of freedom and the absolute value of the difference I FN(Z) - F(Z) 1

13
!

F FN(Z) !
I

F N(Z) - F(Z) I
!

!

3.10-322.2 0.005 0.008 !

23.7 0.01 0.013 ! 3.10-3
!

7.10"'326. 0.025 0.0 18 !

0.031 ! -2
28.2 0.05

i
1. 9.10

0.082 !
-230.8 0.10 1.8.10

i

6.10-335.5 0.25 0.256

41.3 0.50 0.547 3.10-3
0.781 -247.7 0.75 3.1.10

..2
54. 0.90 0.926 2.6.10

-2
58.1 0.95 0.960 1.0.10.

-2
61. 7 0.975 0.991 1.6.10
66.2 0.99 0.994 4.10-3
6 9.3 0.995 0.995 0

TAßlE i Values of F and F~
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To check the pattern normality during the recognition procedure, a false alarm

probability was chosen equal to 0.05. The associated threshold So is 58.124

according to the,,248 (0.95) distribution. In order to obtain a satisfactorily

detection rate of the abnormal patterns, it was necessary to compute the average

of 5 consecutive Zk before the comparison to the threshold So. With this procedure

among the 23 clustered sets, 4 failed the test and 19 were recognized as abnormal. .

With a false alarm probability equal to 0.1 all the patterns passed the test. The

relative low sensibility of the surveillance scheme can be explained by the fact

that the normal and abnormal patterns are very close to~ether as it can be seen

in figure 6 which represents the mean vectors for the normal and abnormal case.

The survetllance scheme and the associated algorithms were implemented on a 16 bit

standard mini computer SOLAR 16-40 having 32 K memory size.

CONCLUSION

The experimental results obtained by the surveillance system with data collected

at the Phenix site shows that pattern recognition techniques can be used to

detect satisfactorily an abnormal behavior of a plant. In addition the surveillance

can be easily implemented on a minicomputer.

Future work will test a larger da ta base in order to increase the sensitivity of

the surveillance system. In addition, a portable surveillance system will be

develop aro~nd a Hewlett Packard 9845 system coupled to an FFT analyzer.
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Abstract

Intercomparison of signals from a mathematical plant model and true signals

from a power plant is a well-known principle of reactor surveillance. This

paper deals with the application of this technique for monitoring individual

coolant flow of the subassemblies with respect to cooling distrubances.

On one hand, due to the high power density in LMBR's local loss of flow

within a fuel element may cause fuel failure with serious consequences for

the whole core. On the other hand, the conventional measurement of sub-

assembly outlet temperatures is not sensitive enough to detect local flow

obstructions or blockages be fore pin failure .occurs.. This is true because

the additional pressure drop due to a local blockage is very small and

causes a little reduction in the total subassembly flow only. The sensitivity

of outlet temperatures for cooling disturbances can be improved significant-

ly by eleminating temperature noise and variations of the temperature rise of

a subassembly due to inlet temperature and power noise or control of the

reactor power level. This has been demonstrated at the sodium cooled

58 MWth KNK II reactor at Karlsruhe.

The different types of KNK fuel elements were modeled by individual combi-

nations of two first-order low-pass filters, one for the fuel element and

one for the thermocouple. Using a neutron detector signal as input for

these filters provides simulated outlet temperature signals for comparison

with the measured signals. Under stationary conditions of reactor operation

these signals agreed within less than 1 K.

For non-stationary conditions a more general morlel of the fuel element was

applied. In this model time-dependent thermal hydraulic parameters could be

used. In this way a cooling disturbance consisting of gas bubbles in the

sodium was simulated. A sensitivity study showed that gas bubbles oE 1 % of

the sodium volume in the fuel region could be detected at KNK 11 in spite

of the power drop caused simultaneously by the negative sodium void effect.
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1. Introduetion

Fast reaetor fuel elements due to their high power densities are sensitive

to eooling disturbances . In future LMFBR' s therefore the eoolant flow rate

through the subassemblies will be monitored indireetly by individual tem-

perature instrumentation. However, with eonventional monitoring narrow

toleranee bands are not feasible for individual fuel element outlet temper-

atures beeause of signifieant ehanges of out let temperatures under normal

operating eonditions. This is due to power and inlet temperature noise,

load variation and burn-up.

On the other hand, loeal eooling disturbances within a fuel element, i.e.

loeal bloekages, swelling or bowing of -fuel pins, may lead to thermal over-

load of fuel or eladding without produeing a signifieant additional pres-

sure drop. In this ease the total flow rate of eoolant and therefore also

the outlet temperature would not change signifieantly.

Consequently, the eoolant flow through the subassemblies has to be

measured with high preeision to deteet loeal eooling disturbances . For

this measurement simple and reliable teehniques are required. At present

only temperature instrumentation seems to be praetieable in eommereial

fast breeder reaetors. Individual redundant flow instrumentation for all

subassemblies is prohibitive for teehnieal and eeonomie reasons. Therefore,

the only way to deteet loeal loss of eooling in a fast reaetor subassembly

before loeal boiling of sodium or pin failure oeeurs will be by more so-

phistieated surveillanee of outlet temperatures. Several different teeh-

niques are investigated in this respeet as, for instanee, using dynamie

referenees for outlet temperatures (1) or the analysis of out let temper-

ature noise (2).

In an earlier paper (3J a new method for monitoring subassembly eoolant

flow rates with high preeision and quick response using outlet temperature

signals was proposed. It is based on eliminating the out let temperature

fluetuations presentunder normal reaetor operating eonditions. From the

normaloutlet temperature signals, a neutron deteetor signal proportional
to subassembly power and an inlet temperature signal Iibalaneed temperature"
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signals can be formed in a simple way. These signals depend on the

coolant flow rate only. It was shown that for the KNK-I reactor at Karls-

ruhe a change òf less than 1 % in the coolant flow rate should be detect-

able with extremely low false alarm rates.

This method uses electronic models simulating the thermal hydraulic proper-

ties of the subassemblies. For KN-I only time shifting of an appropriately

normalized neutron detector signal was necessary to obtain simulated outlet

temperature signals. Simulated and measured outlet temperatures differed by

less than lK under stationary conditions of reactor operation.

Although sodium cooled, KN I was a thermal reactor. KN-II consists of a

central fast test zone of LMBR type fuel elements and an ànnular driver zone

having ~n intermediate neutron spectrum~ In this paper simulation of the diffe-

rent KN-II fuel elements with respect to sensitive monitoring of coolant

flow is reported. Particular interest is dedicated to simulating short-time

flow perturbations to study the thermal effects of gas bubbles in the cool-

ant.

It should be pointed out here that the used fuel element simulators not only

provide a means for sensitive monitoring of coolant flow relative to sub-

assembly power. They also can be applied to measure fuel element parameters

such as absolute coolant flow and power as weIl as average fuel temperature

and heat transfer coefficients by fitting simulator outputs to actual plant

signals. No special or additional instrumentation is needed for these measure-

ments. They are based on the inherent noise of reactor power only and use

only normally available plant signals. Therefore the measurements can be per-

formed at any time during normal reactor operation. The change of fuel ele-

ment parameters with time and reactor operating conditions can also be

measured in this way. However in this paper only the application to coolant

flow monitøring is dealt with.
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2. Thermal ~ydraulic fuel element model

The theoretical model used tò describe the fuel element thermal hydraulics

is the same as developed in (3J. Only different approximations of the resul-

ting power-to-outlet temperature transfer function are used to simulate

KNK-I and KNK-II fuel elements.

In the model a fuel element consists of two regions. One is representing the

fuel rod bundle being the heat source, the other one, the heat sink, is

comprising the coolant and all subassembly structure with negligible heat

generation. In the following only the active zone of the subassembly is

considered. Axial blankets and subassembly structure is not accounted for.

The system is completely determined by the temperatures and heat capacities

of the two regions, an integral heat transfer coefficient between them and

the heat generation rate as weIl as by the heat removed per unit time by

the coolant. The heat balance between the two regions is given by the

following equations,

CfTfÜ) = PÜ) .- k(Tf(t) - Tc(t)) (l)

C T (t) = k (Tf ( t) - T (t )) - 2hF (T (t ) - T. ( t ) )c c c c i (2)

with

mean temperature of fuel region

mean coolant temperature

inlet and outlet temperature

Cf,Cc heat capacity of fuel and coolant region

p subassembly power

k overall heat transfer coefficient between fuel and

coolant region

h specific heat of coolant

F coolant flow rate
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For stationary operating conditions only inlet temperature and power are

independent variables of time. Non-stationary conditions can be included

to a first approximation by allowing small variations of the parameters in

the stationary solutions.

The Laplace transforms of Eq. (1) and (2) can be solved explicitely. For

the mean coolant temperature one obtains in the frequency domain

T (jw) = H (jw) ..
c

p(jw)
2hF + H. (jw) . T. (jw)i i (3)

wherein

H(jw) =
l-y

Cl+jw,i)' Cl+jw, 2)-Y
(4)

Hi (jw) = (l+jw, 1). H(jw) (5)

y - k
k+2hF

Cf

'ì= -¡

(6)

(7 )

yCc
'2= k

C
c=

k+2hF (8)

The relationship between the coolant temperature T and subassembly powerc
and inlet temperature are described by the two transfer functions (4) and

(5) representing modified (feedback) low-pass characteristics of second

and first order, respectively. The twotime constants defined in Eqs. (7)

and (8) are assigned to the fuel and coolant region, respeetively, beeause

of their proportionality to the eorresponding heat eapacitieso. The model

parameter y given by Eq. (6) also has a physical meaningo. For the statio-

nary mean values of fuel and eoolant temperatures, Tf and T , it follows. e
direetly from Eq. (2)

-
T - T.e i = y (9)
T -T.f. i

The third parameter (6) of the transfer function (4) therefore represents

the ratio of average stationary temperature rises in eoolant and fuel.
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From the quantities in Eq. (3) only T and T. can be measuredc i

directly. Subassembly power and coolant flow rate in general are not avail-

able in absolute units. Only theratio of their stationary mean values

P (0)/2hF is knownthrough the temperature rise T (0)- T.(o). In a fastc i
reactor the signal of a power monitor can be considered proportional to

subassembly power, too. The corresponding calibration factor needs not to

be known explicitely. Its value relative to the outlet temperature signals

is automatically accounted for by relating the temperature signals to a

neutron detector signal instead of the original physical quantities. The
,

other model parameters can be calculated according to Eqs. (6) through (8) if

the necessary fuel element data are known with sufficient accuracy. This is

not true for the heat transfer eoefficient k. This parameter strongly de-

pends on the heat conductance between fuel and cladding which is known only

with very low certainty.

The model parameters can also be determined experimentally by fitting Eq. (4)
to a measured transfer function. The power-to-outlet temperature transfer

function of a fuel eiement can be measured easily by noise analysis tech-

niques ~J during normal reactor operation if there is sufficiently high

power noise in the relevant frequency range. Otherwise the power fluctuations

had to be increased by external reactivity modulation. This is also possible

during normal power operation because only small amplitude reactivity

oscillation is required. Since the fuel heat capacity is known fairly weIl

the over-all heat transfer coefficient k can be obtained from the fitted fuel

time. constant Ti. From this coefficient in turn the specific heat conductance

between fuel and cladding (gap conductance) can be determined if the other

he at conductances (fuel, cladding, c1adding/coolant) are given. This method

has the further advantage that all thermal parameters remain unchanged during

the measurement because the power and temperature fluctuations are very small

in comparison to their stationary mean values.

In this paper only the model parameters (6) through (9) were considered. For

KNK it turned out that not all of them could be measured for two reasons:

One, the power noise in the frequency range f ~ 1 Hz relevant. for the
coolant time constant T2 was too low. Two, the response of the thermocouples

measuring the outlet temperatures was to slow. The thermocouples used at

KNK-II have time constants in the order of 1 second. Calculated parameters

for two types of KNK-II fuel elements are given in Table I. The coolant and

fuel time constantsdiffer by more than a factor of 15 from each other in

both cases. In Fig. 1 the power spectral densities of neutron noise are
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shown for KNK-I and 11. It is seen that the power noise for frequencies

f ~ 1 Hz is much lower than in the frequency range aroun~ .fo relevant

for the fuel time constant. Inlet temperature noise is limited to still

lower frequencies. Whereas the lack of highfrequency content in power

and inlet temperature noise imposes difficulties in determining both time

constants it favours simple approximations of the transfer functions (3)

and (4). For KNK-II at frequencies f ~~ 1Hz second-order terms of W can

be neglected and the transfer functions Hand H. to a good approximationi
are given by

N
H(jw) ~ H (jw) =

1

l+jwT
o (iol

and

"" .
H. (jw) ~ H. (Jw) =i i

l+jw-ri

l+jwT
o

(11)

wherein

T =
o

Ti + T2

l-y (12)

Thus, the power to outlet temperature transfer function is reduced to a

first-order low-pass characteristics with the time constant T . The corre-
o

sponding cornerfrequency 21 is indicäted in Fig. 10 AtKNK-II there. is
1fT

a rather high level of power ngise around f . Therefore the time constant
o

T can be obtained from the gain of the. transfer function. However, since
o

the power noise around 1 Hz is very low the magnitude of the outlet temper-

ature fluctuations at KNK will depend on the fuel time constant Ti only and

the term with the coolant time constant T 2 can be neglected in Eq. (4). The

high frequency contributions of power noise to temperature noise will be

further reduced in themeasured signals by the band-limitting effect of the
slow thermocouples used at KNK. For these reasons the time constant obtained

by fitting the gain of the transfer function (4) to measured curves would

be

Ti
T ="o l-y (13)
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rather than that defined in Eq. (12). For simi1ar reasons H. (jw) = 1i
is a good approximation in practica1 app1ications.

From the Eqs. (6) and (13) we find the relationship

k =
Cf

T -
o

Cf

2hF

(14)

which can be used to determine the over-a11 heat transfer coefficient from

the measured time constant, calculated hea t capaci ty of the fuel rod bundle

and nominal coolant flow rate of the subassembly.

For completeness, it should be mentioned here that at KNK-I as shown in ref.

(3) a further simplification was applied to Eq. (10) because of a too low

level of power noise around the fuel corner frequency f . For the lower
o.

frequency noise the gain of the transfer function is not frequency depend-

ent, only a linear phase shift representing a time delay according to the

time coñstant (12) is left. This de1ay is not attenuated by a slow thermo-

couple like the magnitude of the temperature fluctuations. On the contrary,

the time delay is increased by the time constant of the thermocouple. From

the measured de1ay time between power and outlet temperature noise signals

the fuel time constant and therefore the heat transfer coefficient can be

obtained, too if the time delay of the thermocoupleand the involved signal

channels are known.

If the measurements are performed with slow thermocoup1es having time con-

stants not much smaller than those of the fuel element the thermocoup1e has

to be inc1uded in the theoretical. model as weIl as in the fuel element

simulator. To a good approximation the transmission properties of a thermo-

couple can be described by a first-order low-pass characteristics

G(jw) =
1

l+jwT (15)

with the time constant T. Thus, we final1y obtain for the simulated outlet

. temperature singal T
s

T (jw) = U(jw)s
p(jw)

hF + G(jw).T.(jw)i (16)

with

U(jw) = G(jw). H (jw) = 1

(i+jWT)¡(i+jWT )o
(17)
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For the fast fuel element at the central core position of KNK-II the various

transfer functions were calculated from the parameters given in Table I

(type A). They are shown together in Fig. 2 for illustration of the quality

of the discussed approximations. The transit time of the coolant from the

point subassembly located near the core midplane to the thermocouple is not

included in the theoretical model. It is accounted for separately in the

time domain only when measured and simulated temperature signals are com-

pared. The transit time of the coolant between the thermocouples at the

reactor inlet and subassembly outlet causes a delay of the inlet temperature

component in the outlet temper~ture signals 'telative to the inlet temperat~te

signal. For the extremely low frequencies of inlet. temperautre noise this

difference is negligib1e in general and in the second term of Eq. 16 we can

set G(jw) :: 1.

3. Fue1 element simulation

In which way a fuel element is to be simulated depends on the intended

application. For monitoring of stationary coolant flow the simplified

transfer function (10) or possibly a pure time delay is sufficient to derive

an outlet temperature signal from a neu tron detector signal. Which one of

these possibilities has to be chosen depends on the required sensitivity

and false alarm rate of a balanced temperature signalwith respect to

changes of coolant flow as weIl as on the spectral composition of power

noise and on the actual values of the fuel element time constants. This

interdependence is described in (3) in more detail.

The balanced outlet temperature signal is formed bysubtracting the simulated

signal from the measured one. The simulated outlet temperature signal is

obtained by filtering and amplifying a neutron detector signal in a single

active low-pass filter with the time constant T and adding an inlet tem~
o

perature signal. If necessary an additional low-pass filter is used to

simu1ate the thermocouple.

For simulation of the non-stationary behaviour of fuel elements the original

model has to be used instead of the simplified one because in the latter the

original four parameters of the model are reduced to a single one, T . In
o

the original model parameters can be changed independently. A fuel element

simulator then should be an electronic device waich integrates the equations

(1) and (2) using a neutron detector signal and a core inlet temperature
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signal for input of $ubassembly power and inlet temperature. How such a

device has been realized follows directly from the integral form of

Eqs. (l)and(2),

Tf(t) =
1

Cf f dt (P(t) - k (Tf(t) - Tc (t) J (18)

T (t) =
c

1

C
c

J d t k (Tf (t) - T (t) J - 2hF (T (t) -T . (t) J (19 )c c i
In a real simulator the quantities in these equations are represented by

voltages and gain factors which can be changed individually to model a

situation of interest.

In Fig. 3 the block diagram of a simulato~ is shown in which a simultaneous

variation of the coolant flow and the heat transfer between fuel and coolant

can be simulated. This corresponds to a situation where the coolant contains

gas bubbles. If the gas bubbles are so small that the coolant can be con~

sidered to be homogeneous the heat transfer coefficient might not be changed

and only the coolant flow rate and the heat capacity of the coolant inside

of the subassembly will be reduced according. to the gas content in the

coolant. Leaving the heat capacity unchanged, too corresponds to a £low

reduction without gas in the coolant. A larger amount of gas in the coolant

however, will have an influence on the heat transfer coefficient even if

the to components are mixed homogeneously.

A heterogeneous mixture of gas and coolant is simulated by switching the

flow rate and the heat transfer coefficient between their nominal values

and zero according to the sequence of coolant and gas in the cooling

channel. The coolant heat capacity has to be reduced in accordance to the

mean gas fraction in the coolant. In most cases however, the coolant heat

capacity has a minor influence on the thermal effects and needs not to
be changed in. the simulator. As a limiting case, all parameters can be

kept zero for a certain time intervall to simulate a complete interruption

of cooling by a large gas bubble.
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The temperature of fuel and coolant in Eqs. (18) and(l9) do not

depend on the number (and length) of the fuel pins. Therefore, in principle,

an individual treatment of single fuel rods with their cooling subchannels

is possible if an interaction between adjacent subchannels can be taken in-

to account or even can be neglected. For example, a si~uation could be

simulated where gas bubbles are flowing only through a fraction of the

cooling channel whereas in the rest of the fuel element full cooling capacity

remains preserved. The fuel pins then would have different temperatures. The

two coolant streams having different (time-dependent) temperatures will be

mixed in the upper part of the subassembly and the thermocouple at the out-

let would measure an attenuated thermal effect of the gas. In this case the

change of mean coolant temperature and thermocouple output caused by gas in

the coolant would be obtained by multiplying the corresponding simulator

outputs by the ratio of the cross sections of the perturbed and unperturbed

coolant streams.

In Fig. 4 the wiring diagram of the simulator used for the measurements is

shown. The relationships between fuel element and simulator parameters given

also in the figure can be obtained easily by an intercomparison of Eqs. (18),

(19) with a similar set of equations describing the simulator. It can be

seen that for equal relative changes of the coolant flow rate, coolant heat

capacity and heat transfer coefficient only the resistors R2 and R6 have

to be changed. This is accomplished by switching the serial resistors R22

and R66 on and off. If the heat transfer coefficient has to be kept constant

only the resistor R3 has to be varied. Resistor -R4needs not to be changed

in a first approximation because it is s'huntêd by RS which in general is

small compared to R4 because 2hF ~~ k~ Switching of the resistors was con-

trolled by a timer or a function generator.
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4. Results

The sensitivity of a balanced outlet temperature signal with respect to

short-time cooling disturbances was determined in two steps. At first dif-

ferent types of gas and coolant mixtures were simulated as described in

the last paragraph to determine the thermal effect of gas injections into

the coolant. For this purpose the neutron detector signal was replaced by

a dc signal equal to the mean value of the neutron signal to get rid of the

noise from the signals. In this way a variety of idealized temperature re-

sponses to possible cooling disturbances by gas bubbles in the coolant was

obtained. Two different time intervalls, ls and 3s, were chosen for the

duration of the disturbance.

In the second step a noise-balanced outlet temperature signal was generated

using the noise components of an inlet and outlet temperature signal and

the simulated temperature noise produced by a second-order low-pass filter

from the neutron noise. For this signal which is suitable to monitor the

coolant flow the maximum amplitude of the remaining fluctuation in the short-

time range of some ten seconds was determined which defines the lower limit

of detectable temperature effects by cooling disturbances of short duration.

The gas bubbles observed at KN-II were primarily detected by a negative

peak in a neutron detector (reactivity) signal caused by the sodium void

effect. In the normal subassembly out let temperature signals the bubbles

could not be seen because the power drop overcompensates the loss~of-

cooling effect.

Some of the results obtained are shown in Figs. 5 through 11. For simulation

of out let temperatures the calculated model parameters given in Table I were

used because measured values were not available. Measurement of time constants

of all KN-II fuel elements is now in progress.

In Fig. 5 the fue1 and coolant temperature response to a total loss of

cooling is shown. Two sets of curves are. shown corresponding to cooling dis-

turbances of 1 and 2.8 s duration. No heat is removed during this time from

-the fuel. All heat generated is stored in the fuel. Therefore the fue1 tem-

perature increases linearly with time whereas the coo1ant temperature at the

subassemb1y outlet remains constant during the loss of cooling. Only when the

cooling resumes again the out let temperature responds to the disturbance.

This is an important aspect of this kind of cooling disturbànces besides of
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the high temperature inerease. They eannot be deteeted in time by outlet

temperature measurements. Fortunately, this type of eooling disturbanees

is not very likely to oeeur. After the disturbanee the eoolant temperature

at first inereases aeeording to its time eonstant and than deeays together

with the fuel temperature with the fuel time eonstant as the eexess heat

is removed from the fuel. In the signal of a slow thermoeouple the temper-

ature response is further delayed and also redueed.

The results shown in Fig. 6 are representativefor a partial loss of

eooling where only in a fraetion of 10 % of the eooling ehannel eross seetion

a eooling disturbanee of the same type as in Fig. 5 is assumed. The only

differenee to Fig. 5 is the reduetion of the mean outlet temperature response

by a faetor of 10. For the perturbed subehannel the results in Fig. 5 are

s~ill valid whereas in the unperturbed zone fuel and eoolant temperatures

remain unehanged. Only the ehange 6T of temperatures instead of their total

amount is shown in this and the following figures.

In Fig.7 and 8 the results for a more realistie situation are shown. Here

agas eontent of 10 % in the eoolant was simulated in two ways. In both eases

the coolant flow.rate and heat eapacity were redueed by 10 % for about three

seeonds. The eurves in Fig. 7 are obtained when the heat transfer eoeffieient

is also redueed by 10 % whereas the results in Fig. 8 are obtained when the

heat transfer eoeffieient is kept eonstant. From the eomparison of the two

figures it follows that the heat transfer eoeiffieient has a strong influenee

on the magnitude of the fuel temperature response. The eoolant temperature

responds faster and with a slightly inereased amplitude when the heat transfer

eoefficient is notredueed.

In the last example shown in Fig. 9 a '~ubbly" flow of eoolant and gas was

simulated in 20- % of the eooling ehannel eross seetion. In the perturbed

zone the heat transfer between fuel and eoolant as weIl as the eoolant flow

rate were periodieally switehed between their nominal values and zero. In

the figure the fuel temperature response in the perturbed zone is shown to-

gether with the mean outlet temperature and thermoeouple response. The

eoolant temperature response in the perturbed zone would be higher by a

faetor of 5. The switehing frequeney was 50 Hz. Thus, 10ms periods of

eooling and no eooling sueeeeded one another. For a flow veloeity of 3 m/s
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this eorresponds to a bubble length of 3 em. In this way eooling of the

perturbed zone in the average was redueed by 50 % whereas total eooling of

the subassembly was redueed by 10 % only. Therefore the different types of

eooling disturbanees are mutually eomparable.

For the eooling disturbanees of 1 seeond duration the temperature responses

have signifieantly lower amplitude values. In Table 11 the maximum values of

the temperature ehanges for about 1 and 3 see. lasting eooling disturbanees

of different types in the whole eooling ehannel are listed for eomparison.

The resultsÎrom the simulation of eooling disturbanees ean be summarized by

the following statements:

1. The magnitude of the out1et temperature responses does not depend strongly

on .the type of the dísturbanee. It is essentially determined by the degree

and duratíon of the flow reduetion.

2. The fuel temperature response into addition strongly depends on the ehange

of the beat transfer eoeffieient.

3. The shape of the outlet temperature response is affeeted by the type of

eooling disturbanee.

4. Slow thermoeouples deerease the sensitivity of out let temperature signals

for short-time eooling disturbanees besid~s of the well-known inerease

of response time. Also information on tbe type of the perturbation might

be lost in slow temperature sensors.

For testing the validity of the thermal hydraulie fuel element model and

its approximations tbe power-to-outlet temperature transfer funetions of

KNK-II subassemblies were measured and eompared to ealeulated transfer

funetions using Eq. (17). Fig. 10 shows two examples. Measured and fitted

theoretieal eurves agree fairly weIl eonfirming the applieability of the

theoretieal model. However, the fitted time eonstants differ signifieantly

from the ealeulated values given in Table I. It is suspeeted that the un-

certainty of tbe beat transfer eoeffieient is responsible for this dis-

erepaney . It was ealeulated from parameters of fresh fuel some of whieh

change with burn-up.
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To illustrate the capability of balanced outlet temperature signals to

detect small cooling disturbances an example is shown in Fig. 11. A neutron

detector (p) and outlet temperature (T ) signal were measured when some cover
m

gas was carried through the core by the coolant producing a negative power

peak. The resulting dip in the neutronand outlet temperature signal is

clearly seen in Fig. 11. The balanced signal represented by the lowest

curve (T - T ) is not changed by the event. It is fluctuating less thanm s .
+ lK which is equivalent to less than ~. 5 % change of the coolant flow

rate. Consequently, 1 % gas in the coolant should be detectable with high

probability . This was confirmed by adding a simulated temperature response
caused by a 1 % gas content of 4s duration to the normal and balanced out let
temperature signal. It is evident from the resulting signals also shown in

Fig. 11 that 1 % gas in the coolant would have been reliably detected by the

balanced out let temperature signal in this case.

5. Conc1usions

The thermal response of a fast reactor fuel element to small power variations

under normal and perturbed cooling conditions can be obtained to a good ap-

proximation from a simple theoretical model.

Adjusting model parameters by fitting model outputs to measured outlet

temperatures provides thermal parameters of the fuel element. It is expected

that the large uncertainty of the heat conductance between fuel and cladding

(gap cunductance) can be reduced in "this way. The method is applicable on-

line during normal reactor operation. Thus, also the change of thermal fuel

element parameters with operating conditions and increasing degree of burn-

up could be measured contineously.

Comparison of actual subassembly out let temperatures with signals from

adopted fuel element simulators enables monitoring of individual subassembly

coolant flow with high precision and quick response. Fuel element simulators

can be realized by simple analog devices.
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Tab1e I

Parameters ofKN-II fuel element models.

Type A Type B

Cf (J/K) 8717 11018

C
" 3025 3552

e

k (W/KJ 4470 4050

F (Kg/sJ 10.94 5011

y (1 J 0.14 .24

'(1 ( s J 1.94 2.72

'( 2 " .095 - 0018

'(
" 2.27 3.58

0

'(
" 1.0 1.0

Tab1e II

Maximum temperature responses to eoo1ing disturbanees

,

Ðisturbanee tiTf Gd tiTe (içJ tiT r K1s

10% Redueed £low 1s 45 9 8
and heat transfer 3s 87 24 20

10% Redueed £low ls 7 27 17
only 3s 12 29 27

Bubbly £low ls 202 53 35
(whole èhannel) 3s 480 129 103



10-4

lÖS

lÕ6

10-7

10-8

- 475 -

1 10
f (Hz)

Fig. 1 Normalized power spectral densities of neutron
noise of KNK



- 476 -

c
.eo

.1

.01

1:G (jw),'t= 1

2: H (jw), 1:0= 2.27

3: H (j w ) , ti = 1.951:2::.094
..

4: G · H V = 0.14

5: G . H

1Õ3 .
.001

~
~

."',
GI

19.i
a.

10-2 f (Hz)

-90

Fig.2 Calculated transfer functions



k (Tf - Tc) - -'-lf77--- 2hF (Tc-Ti)

p -Lfdl
Cf

-Lfdl
Ce

Ti

Tf Tc
o

. - r- - r-

t..

Fig.3 Block diagram of fuel element simulator

"
"

R4

C, C2

U2
R)

U4
,",

element Thermocouple

Cf
R1 = X c;

Cf
R = R =Z 6 kC1

C

R = R = c. 3 4 kCZ R =
5

C
c

ZhFCZ

U = z.p(t)
1

Uz = - y.. (Tf(t)-TJ U3 = Y (Tc (t)-TJ U4 = -y LT (t)-T.Js i
x, Y, Z = Sca1ing Factors,

-6
Z = x.y (=10 , Y = 0.01)

Fig.4 Wiring diagram of used simulator



2000

1500

1000

- "47~ -

I

I

I

I

I

I

I

I

I

I

I

I
i

I

i I,..I
II l.

no coo ing

500

o 15
t (sl

Fig. 5 Simulated temperature response to total
10SS of cooling



- 479 -

åT (K)
1000

900

40 800

700

30 600

500

20 T~ 400

300

10 200

100
0

0 S 10 1S
t (5)

Fig.6 Temperature response to partial i oss Of cooling

30

20

10

oo S 10 1S
t( 5)

Fig.7 Temperature response to reduced cooting (F:k,Cc)



- 480 -

20
Tc)

10

oo 5 . 10 15
t (5)

Fig.8 Temperature response to 10% reduced cooling (~Cc)

åT
(K)

40

30

20

10

åT
(K)

400

300

200

100

o 0o 5 10 15
t( 5 1

Fi9.. 9 Temperature response to chopped coolant flow



- 481 -

.0110-3 10-2 1
f (Hz)

Fig.10 Measured and fitted theoretical transfer functions

.1

fitted time constants (5) "'o "'
upper curve.7 1.0
lower curve 6.0 1. 3

2K

o 10 50 100 t ( 5 )
Fig.11 Normal and balanced outlet temperature signals

with and without 1% simutated g05 content



- 483 -

G. Weinkötz, H. Martin, L. Krebs

DETECTION OF COOLANT DISTURBANCES IN THE FUEL ELEMENTS OF AN

LMFBR BY TEMPERATURE FLUCTUATION ANALYSIS



- 485 -

International Atomic Energy Agency

International Working Group Nuclear Power Plant Control and Instrumentation

Speciálists' Meeting on "Procedures and Systems for Assisting an Operator during

Normal and Anomalous Nuclear Power Plant Operation Situations", 5-7 Dec. 1979,

Munich, F.R.G.

DETECTION OF COOLANT DISTURBANCES IN TRE FUEL ELEMENTS OF AN LMBR

BY TEMPERATURE FLUCTUATION ANALYSIS

G. Weinkötz, H. Martin, L. Krebs

Kernforschungszentrum Karlsruhe
Institut für Reaktorbauelemente
Postfach 3640, D-7500 Karlsruhe

Federal Republic of Germany

ABSTRACT

Sodium temperature noise measurements were performed at the coolant fluid
outlets of an electrically heated 169-rod bundle and also a 28-rod bundle,
with different partially blocked coolant sections. On both test assemblies,
a flow mixer was installed downstream of the bundle fluid exit plane. For
all tests, measuring planes with three-wire thermocouples containing both
steel-sodium and chromel-alumel junctions were located on the upstream and
downstream sides of the flow mixer. Statistical parameters such as the
root mean square (RMS) and the power spectral density (PSD) of temperature
fluctuations were investigated. The influences of flow velocity, he at flux,
thermocouple cut-off frequency, and different blockage sizes on these
statistical parameters were analysed. Moreover, an essential result of
interpretation of the experiments is that a characteristic geometrical
bundle coefficient was found which indicates coolant channel disturbances
only, independent of the operational conditions of the bundles such as
heat flux and flow velocity.

INTRODUCTION

During design and licensing procedure, the availability and pe~formance of
nuclear power plant safety instrumentation is always of importance. In
addition, during operation and especially during emergencies the question
arises, how can safety instrumentation be improved?

However, the impact of adding reactor instrumentation should be as small as
possible. Therefore the measurement of the mean (time averaged) temperature
is planed at every fuel element outlet of the SNR 300, the German prototype
of an LMFBR, but not the measurement of mass flow.

Nevertheless, there is an urgency to detect cooling disturbances in the
earliest stage. Moreover, it is of interest to identify the fuel element in
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which such disturbances occur. Integral measurement devices are not sui table
for loèal surveillance.

By analysing the mean temperature at every fuel element outlett blockages
involving more than 30% of the cooling cross-section can be detected. One
possibility to improve the sensitivity is the compensation method /1/ t
proposed by Edelmann.

Another method isthe analysis of temperature fluctuations superimposed on
the mean temperature. In Ref. /2/ t the connection between mean temperature
and temperature fluctuation is investigated. It was demonstrated that the
analysis of temperature fluctuations provides a higher sensitivity to detect
cooling disturbancest than thé analysis of mean temperature. One advantage
of this method is the fact that no additional sensors are needed. Only the
normlly installed chromel-alumel thermocouples must be replaced by three-
wire thermocouples of the same diameter. This provides the possibility of
measuring the me an temperature and the temperature fluctuationst respectivelYt
using the steel-sodium junction of the third wire /3/. The additional
equipment requirements are restricted to the data aquisition system outside
of the reactore ore.

In the following experimental results of temperature fluctuation measurements
are presented. In cooperation with the Ins.titut für Reaktorentwicklung at the
Nuclear Research Center Karlsruhe (KfK) and the Netherlands Energy Research
Foundation (ECN) in Pettent the measurements were performed at the outlet of
an electrically heated 169-rod bundle /4/ and a 28-rod bundle /5/. The
influence of a flow mixer and the experimental parameters

- £low velocity
- cut_off frequency of the thermocouples
- rod power (heat flux)
- coolant blockage - sizes
on the intensity and frequency of the temperature fluctuation signals was
investigated. Former results are published in Ref. /6/ and /7/.

STATISTICAL ANALYSIS

One of the mainly used characteristic values of a stochastic signal is the
standard deviation or the Root Mean Square (RMS) value 0t defined by the
relation

1 T
o = 'T. J õ2(t) dt

o
(l )

where t is the timet T the measuring timeànd Ô (t) the fluctuating part of
a temperature signal. In some cases it may be advantaseous to use the
square of the RMS valuet the Mean Square (MS) value ô. An important
characteristic function is the Power Spectral Density (PSD) of a stochastic
signalt the FOURIER~transforms of the Autocorrelation Function (ACF). The
ACF is given by

+T

ai.r.r(T) =.2 .7 Q(t).ó(t-T)dt~u 2T-T (2)

and from this. the PSD
+c

SC£) = J aiõô.CT) . e-J2irfT.dt
-00 (3)
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T means the correlation time and f the frequency.
The relåtion +c

(52 = J S (f) d f (4)
-00

shows additionally a relationship between the MS and the PSD.

Using the relations (1) to (4) the temperature fluctuation signals at the
outlet of the electrically heated rod bundles were analysed. .

DESCRIPTION OF THE TEST FACILITIES

Figure 1 illustrates the scheme of the two subassemblies. On the right-hand
side the 169-rod snbassembly (KNS) is sketched. On the left-hand side of the
diagram is a sketch of the 28-rod subassembly of KfK-ECN. With respect to
geometry, the 28-rod subassembly represents a 600 sectional subassembly of
the 169-rod full subassembly. The rod diameter and the pitch correspond
to the values of the SNR-300. On both test subassemblies a flow mixer was
also installed downstream of the bundle outlet.

The first 169-rod subassembly had a central blockage of 49%. An edge blockage
was introduced into the second 169-rod subassembly which blocked off 21 %
of the cross section of the coolant flow. The 28-rod subassenmbly had a
cooling channel blockage of 68% in the first experiment and 34% in the second
experiment. The blockages were located near the coolant flow inlet of the
rod bundles. At the ECN experiment all of the 28-rods were electrically
heated whereas at the KNS-experiment only 88 rods in the region of the
b lockage were heated.

In both subassemblies, temperature measurement lances were installed
perpendicular to the flow direction at the subassembly outlet (measuring
plane 1) and downstream of a flow mixing system (measuring plane 2). Each
thermocouple measuring lance carried up to ten three-wire thermocouples of
0,5 mm diameter. Three-wire thermocouples consist of an insulated chromel-
alumel measuring junction and a steel-sodium element. The cut-off frequency of
the chromel-alumel thermocouples is around 12 Hz. The cut-off frequency of the
steel-sodium thermocouples is grater than 100 Hz.

MESUREMENTS AND RESULTS

Influence of Flow Mixer and Flow Velocity

Typical power spectral densities of the kind measured by means of steel-sodium
thermocouples are shown in Figure 2. Signal parts up to 0.1 Hz were high pass
filtered. The first analysed frequeney point is 1.5 Hz. Inmediately
at the bundle outlet, measuring plane 1, the higher frequency signal parts
of the temperature fluctuations are much more pronounced than downstream of
the flow mix~r. The frequency drop of the spectra corresponds roughly to a
first order low pass approximately in the first two decades of the power
spectral density. Therefore a cut-off frequency of the temperature fluctuation
signals can be determined by the 3db decay of the PSD.

The influence of the flow velocity on these cut-off frequencies is shown in
Figure 3. The dash-dotted line represents the curve of the cut-off frequencies

at the bundle outlet, which shows an increase proportional to the flow velocity.
At the maximum flow velocity of 4 m/s within the subchannels, corresponding
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to a Reynolds. numher ofabout 80.000, the analysi.s of temperature fluctuations
s.hows a cut-off frequency of 96 Hz.

The lower solid curve clearly demonstrates the influence of the flow mixer:
Downstream of the flow mixer, the cut-off frequency is no longer proportional
to the flow velocity.

Influence of. the Cut-Off Frequency of Thermocouples

Another important experimental parameter is the cut-off frequency of the
thermocouples. Now, the influence of this parameter will be considered. Two
cases are distinguished:

1. The cut-off frequency of the thermocouple is higher than the cut-off
frequency of the temperature fluctuations at maximum flow velocity
v , i.e. within the operational range (Im/s ~v~ 4m/s)

max

f (T. C.) ~ f (ô )g . g vmax

2. The cut-off frequency of the thermocouple is lower than the cut-off
frequency of the temperature fluctuations at minimum flow velocity v . ,
i.e. within the operational range (1 m/s ~~. 4m/s) min

f(T.C.)~f(ô )g g vmin

Within the two cases, the relationship between either the mean square value
or the RMS value of temperature fluctuations with heat flux and flow velocity
were investigated.

Considering the condition of case I. the PSD dependence on the flow velocity
at constant heat flux is plot ted in the lower part of Figure 4. Two changes
in the spectra .can be observed dependent on flow velocity:

1. The cut-off frequency of the temperature fluctuations increases
proportionally to the flow velocity.

2. The magnitude of the power density decreaseswith one over velocity squared.

As mentioned before, the surface area inside the power spectral density
corresponds to the mean square. Therefore the RMS value cr is proportional
one over the root of the velocity

1
cr -.r for case 1: f (T. C.) ~ f (ô )g g vmax

(5)

This resul t is shown in the upper part of the Figure 4.

For the instrumentation of a nuclear power plant, this case is significant
because generally the temperature fluctuation frequencies do not increase
proportionally to the flow. velocity downstream of a £low mixer. This
behaviour has no additional influence, if the cut-off frequency of the
thermocouple i.s lower than the cut"'off frequency of temperature fluctuations
at minimum £low velocity as provided in case 2. This is shown in Figure 5.
Again, the magnitude of. the power density decreases with one over the
velocity squared. But the frequency of the power spectral density is
determined by the cut-off frequency of the thermocouple and therefore is
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independent of the flow velocity . Corresponding to the RMS valuewe obtain
the relation:

1
f (T. C .) ~ f (ô )gg v . .min

o - - f or cas e 2:v (6)

o is proportional one over the velocity . However, if the cut-of frequency
of the thermocouple is in the region of the cut-off frequency of the temperature
signal occurring for various flow velocities, no steady relationship between
the RMS-value of the temperature fluctuations and the velocity is obtained
for the whole range of velocity investigated (1 to 4 m/s).

Influence of Heat Flux

The influence of the heat flux on the PSD of the temperature fluctuations
at constant flow velocity isdescribed in the lower part of Figure 6. The
magnitude of the power increases proportionally to the square of the heat
flux, whereas the cut-off frequency of the temperature fluctuations is not
a function of heat flux. Therefore the RMS valueis proportional to the heat
flux at constant flow velocity at the two mentioned cases:

o - N for case 1 and case 2

This is shown in the upper part of Figure 6.

Connection between RMS Value and Coolant Temperature Rise

The heat flux and the flow velocity are connected with the temperature
rise ßT of the coolant between the bundle inlet and outlet by the relation:

N
ßT - -v

Therefore a connection must also exist between the RMS value 0 and the
coolant temperature rise ßT. Again the two cases are distinguished.

Case 1: f (T. C.) :: f (ô )g . g vmax

The connection of relation (8) with relations (5)
and (7) leads to:

02 -ßT for N = const.

o - ßT for v = const.

Case 2: f (T. C .) ~ f g ( 0v )g min
'lhe connection of relation (8) with relations (6)
and (7) leads to;

o - 6T for N = const.

~ - ßT for v = const.

These relations demonstrate that only in case 2

(7)

(8)

(9a)

(10)

(9b)

(10)
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cr ~ AT (J 1)

is valid independent of the change of either heat flux or flow velocity.
By contrast in ca se i the RMS value will be different according to the
change of either heat flux or flow velocity. Therefore in this case no
general valid relation can be found between the RMS value and the coolant
temperature rise 6.T. The results of these considerations are sumarized in
Table 1.

Case 1 Case 2

experimental f (TC) ~ f (8 ) f (TC) 0( F (8 )
conditions g g vmax g g vmin

heat flux
cr2 'V 1 Iv cr 'V 1 IvN = const.

£low velocity
cr 'V N cr 'V Nv = const.

coolant temp. rise f(N,v)
(N/v)~6.T = const.

cr = cr = const.

Table 1: Dependence of the RMS value cr on heat flux and flow velocity at
different cut-off frequencies of thermocouples.

The Geometrical Bundle Coefficient k

On the basis of the relations (8) and (11) a proportionality coefficient k
can be defined as follows for condition f (T.C.) 0( f (8 )g g vmin

v
k = cr . N

(12)

In this equation, k ¡K. cms IWs I is a dimensional coefflcient, which is
independent of the variation of heat flux and flow velocity . If k does
change, an essential reason would be a coolant channel disturbance.
Therefore, k is defined as geometrical bundle coefficient. Since the bundle
coefficient k is defined under the condition, that the cut-off-frequency
of the thermocouple is restricted (case 2), it is not useful to analyse
the entirefrequency range of temperature fluctuations. A small frequency
range of about 8 Hz is sufficient to detect coolant channel disturbances.
This is an important result which allows one to develop a simple electronic
signal processing device. In Figure 7 an on-line plot of the k value versus time
is shown. The measurement was performed using 16Q-bundle test section. During
the measuring time, the heat flux was increased in two steps at constant flow
velocity. The RMS value increases with increasing heat flux, while the bundle
coefficient k (lower curve) is constant during the measuring time. Corresponding
to the condition of Case 2, f (T.C.) 0( f (8. ) the temperature signals were
low-pass filtered at 8 Hz. g g Vmin
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Influence of Different. Blockage Sizes

The influence of different blockage sizes on the RMS value and the bundle
coefficient k, is now discussed. Figure 8 shows some results from the 28-rod
test section with coolant blockage sizes of 34% and 68%. The temperature
noise measurements were carried out downstream of the flow mixer. The temperature
signals were low-pass filtered at 8 Hz corresponding to the condition of Gase 2.
On the left-hand side of the figure, the RMS value and the bundle coefficient k
are shown as a function of heat £lux at constant velocity. The lower solid
curve demonstrates a proportional increase of the RMS value to the heat flux at
blockage size of 34%. An extension of the blockage size to 68% caused an
increase of the RMS value across the whole power range as shown by the dash-
dotted line. On the right-hand side of the figure the RMS value is plotted versus
flow velocity at constant heat flux. As analysed before in reference to Gase 2,
the RMS value of temperature fluctuations decreases inversely proportional to
the flow velocity. Also, the influence of different blockage sizes on the RMS
value is demonstrated in the lower two curves. The upper solid line and the
dash-dotted line in both diagram parts present the bundle coefficient k.
Independent of the flux and flow velocity , the bundle coefficient k indicates
only the different blockage size.

Mean Temperature- and RMS- Profiles at the Bundle Outlet

28-Rod Bundle

The lateral temperature profile measured at the bundle outlet, measuring olane 1,
and its associated RMS profile are plotted in Figure 9. The upper part of the
figure shows the bundle cross section with the cooling channel blockage and the
lateral thermocouple positions downstream of the fluid exit plane. The dotted
curves in the diagram demonstrate the temperature and RMS profiles corresponding
to a blockage size of 34%. The dash-dotted curves show the results at a blockage
of 68%. An extension of the blockage size to 68% causes an increase in the RM
value by about a factor two at the most; however, the mean temperature rises
only approximately 2%.

169-Rod Bundle

While in the 28-rod bundle all rods were heated electrically, only the rods in
the region of the blockage were heated in the 169-rod bundle, i.e. a maximum
of 88 rods. Transition from a central blockage (first bundle experiment) to an
edge blockage also resulted in a different thermocouple configuration at the
bundle outlet. The lateral temperature profiles measured at the bundle outlet and
their associated RMS profiles of the temperature fluctuation are represented
in Figures 10 and 11. Both for the central blockage and for the edge blockage
the maximum RMS value measured of the temperature fluctuation lies in the
transition zone between blocked and unblocked bundle cross-sections.

GOMPARISON OF TRE RESULTS

The results of measurements analysed at the two test facilities (28-rod bundle
and 169-rod bundle) are summrized in Figures 12 and 13. For comparison the
geometrical bundle coefficient k was used. The temperature signals investigated
were low pass filtered at 8 Hz. Figure 12 is a plot of the maximum geometrical
bundle coefficient k, determined at the bundle outlet, versus the size of the
blockage. The maximum geometrical bundle coefficient k increases with increasing
blockage. Since measurement results are not available for this bundle in the
absence of blockage, the k-values determined were supposed to constitute a
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0% blockage downstream pf the unblocked bundle cross~section~ These measured
values agree well with measurements made on a 19:'rod bundle without blockage.
Figure 13 is a plot of the lateral k-values obtained downstream of the flow
mixer as a function of the size of blockage. The lateral k-value downstream
of the mixer is scattered by 20% at the maximum as comparedto the averaged
value. In case of the 28-rod bundle, a clear rise can be recognized of the
lateral k-value when the blockage size increases from 34%. Much greater
lateral k-values as compared to the central blockage of 49% are found for
the 169-rod bundle wi th an edge blockage of 21%. The measured values for the
0% blockage were taken from Figure 12.
CONCLUS IONS

The results obtained up to now from temperature noise measurements downstream
of the fluid exi t plane of simulated LMFBR subassemblies. allo~ the following
preliminary statements to be made:

The RMS value of the temperature fluctuations is a possible statistical
parameter to be used for the detection of cooling channel blockage. The
influence of heat flux and flow velocity can be described for a defined
range of operation.
When the cut-off frequency of the thermocouple is lower than the cut-off
frequency of the temperature fluctuations at minimum flow velocity, a
characteristic geometrical bundle coefficient k was found which indicates
coolant channel disturbances only, independent of power and flow velocity.
A coolant channel blockage can be detected by installing only one thermocouple
downs tream ofa flow mixer. The uncertainty of the measurements is about 20%.
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Abstract

Up to now the automatic application of noise diagnosis has been

impossible because of the experimental character of noise

methods and of the probabilistic character of their results.

The imortanoe of diagostio results has induced the idea to
implement a roug sureillance moni torin of known disturbin

processes, which onl gives the output information "normal" or

"suspicious" to theoperator. Indicated suspicious states must

be investigated in more detail by noise speeialists. A few such

monitors are being tested now. Their resul ts stored in a data

record office also serve as recommendations for the next re-

vision period.



- 501 -

1. Introduction

Noise diagnosis has become well-known in the field 01' nuclear

energy. Everybody knows -the convincing results 01' the investi-

gations concerng the measurement and the identification of
core barrel movements (Fry 1:1_7 t Bastl 1:2_7) t the succesful

application 01' loose parts monitoring (Wach 1:3_7, Zigler 1:4_7)

end the promising ef'forts which are undertaken for leak detec-

tion (Dio 1:3_7).

In spite 01' this noise technques are only rarely used in nuclear
power plants. This fact may be caused by the necessi ty of' addi-
tional equipment as well as noise specialists who are able to

interprete the information content 01' the noise signals. Al thougb

both are expensive the results have a probabilistic character

only. That mean up to now the integration 01' noise methods into

normal control and intruentation has seemed to be questionable.

In our opinon today noise diagnosis is in the state of an ex-

perimental method, which is very useful in the hand 01' a speci-

alist end which cen give helpful ìnormations additionally to

those of conventional methods. Undoubtedly the high eXpénses 01'

noise technques can be accepted in the oase 01' a damage as de-

monstrated in Harrisburg (Majo 1:5-7) or durin commssionig
1:3_7 when apreeise investigation 01' intial disturbing pro-
cesses is necessar, but for general application the expense is

too high. Therefore efforts have been made to find a possibility

for a continous application of noise methods to some general im-

portant disturbing processes using onl a few special noise

teehnques and parly renouneing noise specialists . A satis-
fyin solution has not yet been found.
Some aspacts of monitoring will be discussed in the followig

by representin a hyothesis for our work in this field.
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2. The basic idea of a limited monitoring

The situation at a nuolear power plant is the following (fig.1).

The reaotor is equipped wi th an intruentation which signals

are the input inormation of the automatie control and safety

system. The operator observes the whole process and controls

i t taki ng into account a lot of boundar condi tions.
To apply noise methods an additional equipment must be intalled,

oonsistin of a noise instruentation and more or less eleotro-

nies for data processing. The noise specialist is apart of the

noise diagnosis system, he extracts the inormtions from the
noise signals by means of analysing and identifying procedures

and gives his conclusions to the operators. These inormations

are precise in the sense of mathematical statistics and can be

of sufficient confidence only for an aleady well-known distur-

bing process.

This situation is especially interestin for the above mentioned

method of. loose pars detection ¡-3-7. The detection principle

is well-known: Impacts of loose pars p~oduce sound waves picked

up by an acceleration detector. Sound waves with an amplitude

greater than an adjustable threshold will be registered auto-
matioally using a transient recorder of a similar equipment

whereby an alar signal is given to the operator. Duing a lons,

time interval wi thout a:ar the operator oan be sure wi thi
oertai prob ability limts that big 100se pars dontt exist.

However, after an alar signal has oocured the noise specialist

must be called to interprete the stored bursts t to check their

confidence and to calculate parameters as the most probable

looation and the order of magn tude of the loose part. Conclu-

sions concern the furher operation can only be drawn in an

agreement be1ieen the operating staff and the noise specialist .

In our opinon the basic idea of this method can be genera11zed

to obtai a mon! tor conception. Instead of the complete noise

diagnostic system includig the noise specialist relati vely

simple monitors aupervse the mos1i essential disturbin pro-
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cesses during normal operation. The purose of these moDi tors

i8 twofold:

(1) indication of anormal or suspicious state of the distur-
bing process for operatin puroses

(2) storage of noise signals trom suspicious situations for
a furher precise analysis by the noise specialists.

The advantage of this monitor conception 1s the use of only

simple electronics and the partly renounciation of noise spe-

cialist. The disadvantage is his limtation. At present onl

the decision "norm" or "suspicious" oan :te gi yen by a rough
moDi torin. A referenoe tó the human reaetion upon suspicious

noise is very intructi v in this eontext. After havin heard

suspicious noise we try to investigate the reason more preei-

sely by mean of more preoise intruents - e. g. by means of

our eyes. Ta do this we have to wai t for a repi tion of suspi-

cious noise, if there is no repi ti tion we have to recapi tulate

the impression from our mind. Obviously our intelligence distrusts

the signficance of noise.
The distrust seems also to be evoked even in the oase of rough

mo ni tering be.cause paricular attributes of the disturbin

process canot be predicted in general. In general, accordin
to the experimental character of noise methods a systematieal

improvement of monitors is only possible by calibration and

adjustment during operation -of the reactor. Only after havi

found the optimum for the adjustment the monitor output inor-

mation can be gi yen directly to tb.e operator. AB long as there

is no alar signal it is not neeess$r to consult a noise spe-

cialist. But if alar signal have occured the noise specialist

has . to . explai the reasons by special investige:tions using the
stored signls. These stored signs are also used to deri ve
recommendations for the next revision periode

On the other hand the results of the inspectio:a are well suited

for the adjustment of the monitor. The loads and perils being

induced by the disturbing processes are unknown in man cases.
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But in the course 01' years this disturbances may become more

and more important. Such disturbing processes have to be super-

vised in their trends to extract some sign for the revision.

Some investigations concernig the supervsion 01' trends per-
:tormed at a FW will be reported on in the following.

3. Monitors for partial disturbing processes at a PW

Noise analysis system for pressurized water reactors 01' the
WWR-40 type have been wor1d in the GDR for some years 1:6_7.
The most progressive version RA-2 is a prototype for research

and routine investigations which is now being completed by mo-

nitors.
The instrumentation includes about 120 noise signls per reactor

:trom the whole primar circuit. Half 01' them are neutron flux

signals at incore and excore positions. They are thougt to detect

disturbing processes inside the pressure vessel. Acceleration

detectors at the suraces 01' the pressure vessel, 01' pipes, pumps

and 01' the steam generators are installed for vibration and loose

pars detection. For the investigation 01' control element move-

ments there are acceleration detectors at the gude tubes 01'

the elements too, and there are piezoelectric pressure fluctua-

tion detectors for the diagnosis 01' pumps and for the ai 01'

noise soure separation.
After preamplification noise signals are condi tioned, tested
and programed to several outputs in the eentral measurment

unt. A data processor capable 01' programming, identifyig and

scalin the signals automaticly is coupled wi th the measurement

system. A software package includi all modern sign analysis

methods 1s available to the processor and om be used as identi-

fication subroutines for paricular distubin processes 1£ re-
qUired. Accordig to the above mentioned mon! tor conoeption the

mai task 01' the processor is to check and to control the moni-
1iors, to store their output inormations in a data record office



- 505 -

end oecasionally to perform special investigations for monitor

calibration. So the processor is ready for special investigations

if the moDitor detects a suspicious situation.

The whole equipment includin mathematical models of distur-

bing prooesses represents the noise diagnosis system shown in

fig. 1. On the one hand it must be aompleted by the experiences

and the intelligence of the noise specialist end by monitors on

'the other hand.
Monitors should be as simple as possible electronic devices

with a high efficiency in respect of the supervsed disturbing

processes. They must work as oontinously as necessar. For this

a monitor can be imlemented in different maners. At our PlR

e. g. the supervsion of pressure vessel oscillations seems only

to be necessar periodically in time intervals of a few weeks t

because the average oscillation amplitude of some micrometers

produoe a maxmum tension which ismore than one order of magn-

tude smaller then ailowed. Therefore it seems to be sufficient

monthly to perform a spectral densi ty analysis for all of the

thirteen acoeleration signals at the surface of the pressure

vessel end to store the resul ts. This disoontinous soft-ware

monitoring is an additional function of the data processor. It

might be useful to make a scaled displayof the passband limi-

ted signals at the mai frequencies of the oscillation e. g.
when pumps are put into or out. of operation.

Systematic investigations of control element movements have

shown an experimental possibility of separating a fluctuation

component produced by only one special oontrol element from a

complex neutron noise signal wi th the help of the information

of the sound level signal from that special gude tube i-?_7.

This separation is possible though all other control eléments

are movig in a similar maner. These experiments gi ve a lot

of inormations C8_7 l but they are tao complicated tor a
simple monitoring. Sound events from the gude tubes proa.uced

by an impact between the element and the chanel wall are bett er
suited tor monitoring, because they are generated during the
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potential load process. A.t present a monitor is being tes-ted

which supervses the intensi ty and the repetition frequenoy

of sound events in several frequency ranes. This monitor 1s

capable of processing 30 sound signls, it is a multiplexig

device of hybrid tye. The resul ts accumulated in the data

reeord office ean be used for a classification into several

suspicious groups. The quali ty of classification can be impro-

ved by the results of the next control element inpection.

Provided that the calibration was right the monitor will give

actual inormations about unwanted strong impacts. 50 the ope-

rator can avoid a critical rod position.

There is a second hybrid tye moDi tor in the testing state too.

1t is devoted to the detection and registerin of loose parts

in the lower water volume of the reactor pressure vessel. High

senseti vety in combintion w1 th a lew false alar rate shall

be achieved by detectin sound waves at fi ve differentposi-

tions during an adjustable tiie interval. 1t i8 advantegous

to indicate a suspicious situation onl if soun waves greater

than a certain threshold appear in delayed coincidence in four

of fi ve aeceleration signs. Preliminar tests at the reaetor
vessel with artificial impacts in the presence of normal ope~

rationa noise have demonstrated the reliabili ty of the detee-

tion even if the impaots canot be heard clea.ly.

The experiencies obta1ed up to now are very promising. The

mon! tor conoeptien seems to be a realistio way to get diagnostic

inoriations using noise teohnques.
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Abstract

At the Experimental Fast Breeder Reactor "Joyo", fuel handling
operation, which includes spent fuel transfer from the core to the in-
vessel storage rack and storage rack to the transfer rotor, and new.
fuel transfer to the opposit direction, are performed almost every two
months.

No erroneous fuel handling of the operator, such as misaddressing
or double-addressing are allocated in. these processes . F6r..thispur-

pose, this equipment has been in~roduced to. the fuel handling system.

This equipment provides Ehè following fúnctions.

1) Monitoring of the operation of charging between of fuels in
the core and in the storage rack in the reactor vessel.

2) Monitoring of the operation of fuel transportation between the
storage rack in the reactor vessel and the transfer rotor.

3) Operation guidance for each .fuelhandling procedure.

4) Confirmation of fuel appropriate grappling by weight_detection.

5) Memorizing the fuel adressing status in the core and the
s~orage racks, and updating these status according to the
process.

These functions are realized by a process computer composed by á
CPU (central processing unit), process input/output modules, input/
output typewriter, output typewriter, paper tape reader and a color.
CRï display; etc..

Operation guidance andplant status information are displayed
and/or printed by the color CRT display and the typewri ter respecti ve-
ly, and the operator proceeds his operation by confirming these mes-
sages.

1. Introduction

The fuel handling facility handles new core fuels, blanket fuels,
control rods, reflectors and special test assemblies . Spent fuels and
other assemblies are removed from the reactor, cleaned, canned and
stored in a water pool.

The refueling af an LMBR has special features compared to that of
light water reactors owing to the sodium coolant. The high chemical
activity, melting point over 98°C and opacity of sodium makes the handl-
ing machines quite complicated.

In the case of "Joyo" the In-Core Charge Machine is used for the
transfer of assemblies in the reactor vessel and the Ex-Vessel Transfer
Machine addresses and removes the assemlies from the reactor vessel ~

In the refueling process, such serious troubles as double load-
ing, erroneous loading and. collision and dropping of fuels must de-
finitely be avoided.

To improve the operationability and to maintain the reliability of
the refueling system, operational guidance equipment by a process com-
puter was introduced.
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2. The Objectives

The refueling of an LMBR has some specific problems compared to
that of light water reactors. For the case of Joyo, followings were
experienced .

(1) The refueling is done under shielded plugs and the handling
guite complicated.

(2) In the case of "Joyo", the refueling was done by the In-Core
Charge Machine for the transfer of assemblies in the reactor
vessel and by the Ex-Vessel Transfer Machine for insertion
and removal of assemblies to and from the reactor vessel,
for this reason the refueling procedure could not be done
fully sequentiallywith only one machine.

(3) The spacing between fuel in the reactor vessel was tight.

(4) The addressing of 'each tuel was done by two rotating plugs
which being used as a lid of the reactor vessel, so i t made
the handling quite complicated.

When "Joyo" start her normal irradiation service operation, re-
fueling will be done every two months four or five times a year.
To assist this operation this equipment was required to provide the
following functions.

1) Monitoring of the operation of charging between of fuels in
the core and in the storage rack in the reactor vessel.

2) Moni toring of the operation of fuel transportation between
the storage rack in the reactor vessel and transfer rotor.

3) Operation guidance for each fuel handling procedure.

4) Confirmation of fuel appropriate grappling by weight detection.

5) Memorizing the fuel addressing status in the core and the
storage racks, and updating these status according to the
process.

These functions are realized by a process computer composed by a
CPU (central processing unit), process input/output modules, input/
output typewriter, output typewriter, paper tape reader and a color
CRT display, etc..

Operation guidance and plant status information are displayed and/
or printed by the color CRT displayand the typewri ter respecti vely ,
and the operator proceeds his operation by confirming these messages.

3. Plant Description

The fuel handling facility of "Joyo" consists of the In-Core
Charge Machine, Ex-Vessel Transfer Machine and Rotating Plug inside
the containment vessel, and the New Fuel Storage Facility, Cask Car,
Fuel Cleaning Facility, Fuel Canning Machine and Spent Fuel Storage
Facility at the outside. Arrangement of the fuel handling facility is
shown in F ig. 1. There is also the transfer Rotor at the wall of the
containment vessel which transfers the assemlies in to and out of the
con tainmen t .
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The operational guidance equipment covers the In-Core Charge
Machine, Ex-Vessel Transfer Machine and Rotating Plug inside the con-
tainment vessel and also the Transfer Rotor at the wall of the contain-
ment vessel as shown in Fig. 3.

The vertical layout of the fuel transportation equipment in the
containment vessel is shown in Fig. 2 and the function of each equi~ment
is described as follows.

The In-Core Charge Machine is placed on the floor door valve of
the Small Rotating Plug and is able to handle core fuels, blanket fuels
and special test assemblies . Using the two rotating plugs, any posi-
tions can be addressed. To this machine, the operational guidance
equipment monitors the operation of fuel exchange between of fuels in
the co re and in the storage rack in the reactor vessel and gives guid-
ance of each fuel transportation procedure and also gives confimation
of fuel appropriate grappling by weight detection and memorizes the fuel
addressing status in the core.

The fuel storage rack is used as a relay station for the address-
ing of new fuels into the co re and asa cooling station for spent fuels
before removal from the reactor vessel. The rack has a maximum capa-
city of twenty.

The Ex-Vessel Transfer Machine is installed on a travelling car
which is placed on a movable bridge, and this enables the machine to
ru along and across the travelling floor. The machine carries the
fuels from the Transfer Rotor to the fuel storage racks surrounding the
core. To this machine, the operational guidance equipment monitors the
operation of fuel transportation between storage rack in the reactor
vessel and transfer rotor and gives guidance of each fuel transporta-
tion procedure and also gives confirmation of fuel appropriate grappl-
ing by weight. detection ãnd judges the pot type for transfer.

The Transfer Rotor is installed at the walls of the containent
vessel and works at the entrance and exi t of fuels going into the re-
actor. Since the fuel is transported in argon gas outside of the con-
tainment vessel and in sodium inside of the containment vessel, the
Transfer Rotor acts as a sodium boundary for fuels. To the transfer
rotor, the operational guidance equipment monitors incomings and out-
goings of fuels.

The transportation of assemblies from the New Fuel Storage to
the Transfer Rotor and from the Transfer Rotorto the Fuel Cleaning
Facility is done by a fuel handling Cask Car. During refueling the car
will run back and forth on two parallel rails.

When refueling is done, new fuels will be taken out of the New
Fuel Storage Facili ty, preheated in the Cask Car and then addressed to
the sodium filled pots in the Transfer Rotor. Spent fuels taken out
of the Transfer Rotor will be addressed into the cleaning pot of the
Fuel Cleaning Facili ty. After sodium c leaning is done, i twill be can-
ned in water and be sent to the Spent Fuel Storage Facility to be cool-
ed and stored for shipment.
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4. System Description

This operation al guidance equipment is desiqned to assist the
operation cf thè In-Core Charge Machine, Ex~Vessel. Transfer Machine
and Rotating Plug inside the containment vesse1 and also the Transfer
Rotor at the wall of the containment vessel shown in Fig. 3.

Fig. 4 presents the operation sequence thus deve10ped for opera-
tional guidance.

4.l Hardware Composition

The main part of this operational guidance system consists of
the TOSBAC-40C system. The Fuel Handling Operational Guidance
System Configuration and the Computer Hardware System Config-

..uration are presented in Fig. 5 and 6.
The hardware composition are 1isted as follows.

Central Processing Unit (TOSBAC-40C) 1 Unit

Core memory: 48KB

Process input/output unit

Analog inputs: 32 points
In-Core Charge Machine load-cell
In-Core Charge Machine gripper pos i tion
Ex-Vessel Transfer Machine coffin pressure
Ex-Vessel Transfer Machine blow-down _ gas f10w rate
Ex-Vessel Transfer Machine load-cell
Transfer Rotor rack position
etc.

Digital inputs (contact): 192 points
Ex-Vesse1 Transfer Machine gripper position
Ex-Vessel Transfer Machine gripper finger position

. Large and small rotating plugs' angle
In-Core Charge Machine gripper position
In-Core Charge Machine gripper finger position
etc.

Relay outpus:
Fuel-loading
Timer hold
etc.

16 points
status

Interrupt inputs: l6 points

4.2 Software Composition

The Fuel Handling Operational Guidance software system consists
of three main functions ,such as Internal Processing function,
Demand function and Re fueling moni toring function. These func-
tions are executed under the control of the Operating system
(POPS-C) .

(l) Internal Processing Function

This function inc ludes the analog scaning, digital inputs
(contact) scanning, message outputs and trend display etc..
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(2) Demand Function

This function is to take sui table steps or printing owing
to the request of the operator such as information inputs
or informationprint out.

(3) Refueling Monitoring Function

This function is to monitor the fuel operation al sequence
set by the operator, and if troubles happened, i t gives
message by printing or displaying to the operator.

The Computer Software System Configuration is presented in
Fig. 7.
Still more, plant tables' method, which is performed by a
"Fill-in-the-Blanks" method, are introduced. So, there is no
need to draw conventional block charts. System designing is
based upon the plant tables, and the program can be obtained as
a result; thus, plant control design and software design becomes
unified.

5. System Testing and Test Operation

Before the computer system was connected to the actual plant, its
principal functions were verified and adjusted by means of a function
simulator.

The computer system was then connected to the actual plant, and
the test was repeated on the actual installation. The plant operation
table system greatly simplified the work of correcting deviations from
the design data.

6. Conclusion

The possibili ty of imroving the operability ard of maintaining
the reliability.of"the fuel handling. faëility.'was-demonstrated with
a.,TOSBAC-40C computer system.

The test showed that the interactive computerized operator con-
sole with cathode ray tube fully answered the purpose of integrating
the operation and supervisory functions.

In this system, only the operation monitoring and operàtion guid-
ance are realized by the computer, but it is expected that with the
experience of this system the blocking signal to the misoperation will
be taken from this system in the near 'future.
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1 - INTRODUCTION

1.1. Power distribution monitoring on EDF PWR plant

The present status of power distribution monitoring on EDF

PWR plant uses mainly two systems :

- an out of core neutron flux measurement. The detectors

are ionisation chamber without compensation at power. These

measurements lead to monitor by following the axialoffset

parameter. Utilisation is permanent and includes protective

functions.

- an incore system composed by : the fixed thermocouples,

located over the core, which provide continuous measurements

of enthalpy rise in the channel, howewer corresponding values

are associated with large incertainties due to cross flow.
: a set of movable

m~niature, fission chambers acquiring an axial profile

flux for about a third of the assemblies.

Measur~ments are carried on each time is necessary. This

instrumentation is time consuring and inaccurate during

transients , but furnishes the fine structure power sharing.

In order to improve power distribution determination several

methods and instrumentations are under development, particular

attention is given to fixed incore using gamma thermometer.

The following parts review abrief description of gama

thermometer principle and advantages, give some cornents

about data treatment and more details about gama signal

interpreta tion.

1.2. Gama thermometer descr iption

The sensitive part is a stainless steel rod isolated from

thimble by achamber f illed wi th gaz. On the axial axis a
variation of temperature between the level of the chamer

and the thimble is obtained due to heating caused by gama

radiations .
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Preliminary studies have led to define astring with nine

regularly spaced detectors,. the sensitivity of which are

about 40°C for 1.4 watt per gram in gamma rays, in those

conditions the signal level is about 2 millivolts. At the

present time we use these strings in movable incore

thimbles to verify the performances of this type of detector.

1.3. Signal treatment

1.3.1. Principle of treatment

The following chart describes the principle of treatment

OHeating

STEP

To sol ve these
points we had to

first, determine

the string structure

then choose,

thimbles used by

movable incore
instrumentation.
Experimental
resul ts will

confirm studies
made for each

of these steps.

STEP

STEP

STEP 4

STEP 5

STEP 6

Electrical
signal

1

Gamma signal (

2
~.

Nuclear signal (

3
.

Axial power
shape

,

Radial power
shape

Local linear
power

~

Global factors
calculations

(o-2mV)

sensitivity
Io-1.4\v/g) 1

gama
interpretation

i

o-160N/an) !

aXiail
reconsti tution

1
radial
reconstitution

l
synthesis, use
of local factor

informa tion to
operator

,1
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1.3.2. Step 1 : Determination of sensitivity

This is made, to day, by an excore calibration which uses an
electrical power generation. The factor measured relates the

sensitivity in w/g to the signal in mV.

On line incore methods are also investigated using transfert

function determination (response to step function or whi te

neise). Relation between this function and sensitivity is

expected.

1.3.3. Step 2:gama signal interpretation 

As it is a key point in determining the relation between

gama signal and local linear power, a special chapter
develops this part.

1.3.4. Step3 : axial shape determination

Having 9 points for core height, our aim is to calculate a

continuous axial shape. Analytical methods are necessary

and two possibili ties are used : a Fourier analysis gives

good accuracy for the first half of cycle, but better

resul ts are obtained wi th a polynomial decomposi tion at the

end of cycle.

Grids are simulated very easily by introducing particular
harmonics in the analytical formulation.

Atthis point we must notice that local anomalies are not

easily detectable, because of local sensitivity of gama
detector, except if they are located near the detector and if some

.reference is usable (theorical or experimental) .

1.3.5. S'tep '4:radi:alshape determination

Te get values in each assembly from thè measured sampIe we

have to use, one more time, analytical methods.
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Two possibilities are investigated

- without theorical references ; this method needs : an

instrumentation of all assemblies after having taken into

aecount all symetries (for instance : 26 assemblies for a

1/8 eore symetry in a 157 assemblies Westinghouse PWR) .

some

redundency to determine a gross radial til t. First studies

for a first cycle are very encouraging.

- with analytical references. To avoid loss of time in an on-

line processing we have to give analytical correlations or

tables established for values of influent parameters (power

level, rod position, burnup).

This second method has the disadvantage to use parameters values

we suppose to be good but not neeessary real values, nethertheless

the problem is the same for movable core map and aecuraey is the

same.

1.3.6. Step 5 : determination of fine power distribution

From the preceding steps loeal power is obtained for eaeh point

surrounding the central part of each assembly, to use linear

power everywhere in the eore user must determine a set of

eoefficients reflecting, for each part of the core, the relation

between loeal power in a rod and power near the instrumentation

thimble. The resul t is a 3 D distribution of loeal nuclear power.

This step is the same for movable incore.

1.3.7. Step 6 : calculations for operator

Now as all what is needed to inform the operator h~s been

obtained, several possibili ties are offered :
- seleet what parameters must be calculated, if they must be

seop~d or tabulated, on demand or continuously monitored

- ehoose the frequency of refreshment, the aecuracy of ealculations

(eoarse of fine). Allthis part need more development and is

the object of other articles.
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2 - DETERMINATION OF THE GAM THERMOMETER RESPONSE FROM THE

REACTOR POWER

2.1. Sources taken into account

The gama sources taken mto aeeount arethe following for
the standard assembly.

eoming directly from fission

em itted by fission produc ts

from eaptures in U238

f t . u235rom eap ures i n
from neutron eaptures in fuel claddin;

emi tted by neutrons captures in bora ted wa ter

- gama rays emi tted by the gama thermometer i tself and
its associated water.

- gama rays
- gama rays
- gama rays
- gama rays
- gama rays
- gama rays

For an assembly containing control rods, we have also taken

into account the gama emitted by silver, indium, cadmium

rods and by the steel rods. We have also eonsidered elements

wi th poisons.

It is planned to take into aceount the neutron heating by

means of ANISN calculation andthe gama heating due to

inelas tie reactions in fuel.

2.2. Caleula tiOntools
2.2. 1. g~~L22~E£~2:"~EQI._t!:~2l2!LEEQg~£,t2

.The gamaissued from fission produets are evalua ted using

.the PICFEE code (l). Let f. (t) bethe numer of gama
J

emi tted per uni t of time inthe energy group j, where
tis the cooling time afterthe elementary fission.

Let W (t) be the power variation versus time t in fission

rate per uni t of time .The PICFEE code caleula tes the

eonvolu tion product (i) for several eooling time t.
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The result of the integration isthe gama speetrum emitted

by the fission products.

Sj (tl = ft

o
( 1) w (-C) f. (t -"L) dL.

J

The funetions f, (t) are obtained bythe following way.
~

For short eooling times, f ,. (t)is given by Maienschein (2). . J
measurements for t between 0 and 1500 seconds. After

1500 seeonds,the kerneIs fj (t) are eomputed by the

code PEPIN (3) whieh solves the differential equations

satisfied bythe fission product eoneentrations during

.the cooling time after the elementary fission (PEPIN

treats also any power diagram) . A PEPIN calculation

involves 635 fisßion products. Por eaeh fission produet

the library of PEPIN eontains eapture cross seetion,

half time, branching ratio, gama and ~ speetrum emitted

by radioacti ve deeay.

The PICFEE ealcula tions don' t take in to aecoun t the neutron

eapture on fission products. To evaluatethis approximation

we have made a PEPIN calcula tion whieh take in to aceoun t
. .theneu tron captures and a PICFEE calcula tion. The two
ealeula tions are made wi ththe same power diagram. The

difference betweenthe two calcula tions is lower than 1 %

during the power operation and forshort cooling times

. .(1000 seconds).

2.2. 2. Q!!!~E_g~ê:_22~E£~§

The determination of the gamasources from eaptures and
fissions supI?ses the knowledge ofseveral reaction rates

i

in all parts ofthe cell: captures in wa ter, in boron,

. f 1 1 dd'. . u235 d U238 f' . d . tin ue c a ing, in an , ission ensi y,
eaptures in poisons and .eontrol rods and so on. For this
purpose ,we haveusedthe eell code APOLLO (4) which

solvesthe Boltzmann equation bythe eollision probability

methode
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2.2.3. g~ê:_!Eê:~2E2E!_£ê:l£~l~!lQ~~

Two different gama transport ealeulations were made to

obtainthe gama thermometer heating :

a) line of sight point attenuation kernel method

b) Monte Carlo methode

a) The line of sight point attenuation kernel method was

. .used for aii gama contributions exeept for gama eoming
from eaptures in :the gama thermometer i tself and i ts

.assoeiated water. MERCURE-IV: .(5) performsthis ealeulation.

MERCURE .IVtreats athree dimensional geometrieal

.eonfiguration.. The. geometry .is eomposed of homogeneous
.volumes limited by planeor quadratie surfaces. The

souree distribution is alsothree dimensional. The

linearattenuationeoefficientsare used inthe mul tigroup

strueture defined in tablel.

:TABLE 1

Numer of
group j

i
. 2

3

4

5

6

7

.8
9

.10

. 11

Uperenergy
(MeV)

8.5
7..5
6.5
:5..5.

. '4..5

'3.5
'2...75

'2...25

1..75

1...25

0...75

Lower energy

(MeV)

7.5
6..5

5..5
4.5
3.5
2..75
2..25
1...75

'1..25
0..75
0.50

.The gamma speetra were defined in these i i groups ..The

. group number 11 contains also gama rays of energy lower

.than 500 KeV with eonservation of .the total energy

emitted.
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The build up factors use the KITAZUM formula, whieh takes

into ae count the sequence of materials along the gama
path. The integration of the attenuation kernel is

performed by a Monte Carlo methode The program caleulates

and adjusts i tself importance values whieh are used for

sampling source particles. For this MERCURE iv calculation

we have described exaetly the fuel rods, the eontrol rods

both with their eladding and the associated water. The

pieture 2 shows the geometry used in MERCURE iv caleula tions .

b) To ealeulate the heating resul ting from the captures in
the gama thermometer itself and in its associated water

and to validate MERCURE iv calculations, we have used the

code TRIPOLl (6), a general, three dimensional Monte Carlo

program, which treats the slowing down an¿ the diffusion

of neutrons and gamma in source problems.

The geometry isthe same as MERCURE iv : it is 'described

as a eombination of volumes bounded by portions of first

or seeond degree surfaces. The orientation in space of

these volumes is quite arbitrary. Repetitive geometry

by translation,. symetry, rotation ean be treated. For

gama caleulations, the cross seetions have a mul tigroup

strueture wi th 61 groups between 10 KeV and 10 MeV.

The program can solve deep penetration problems using

varianee reductiontechniques based on exponential

transform, and biaising of angular scattering laws.

The distribution of sources ean be any arbitrary function

of space, energy and direction.
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FIGURE 2 iv

. ~ Fuel cell .
I
l

i

i

. I
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2.3. Validation of MERCURE iv calculations

2.3. 1. Ç2I.Eê:El§Q~_è~!~~~~_~~gÇ2~_lY_ê:~~_!gl~Q~l_£ê:!£~!ê:!lQ~2

We have made TRIPOLl and MERCURE iV ealeula tions wi th

the same conditions for two fuel rods. The first fuel rod

was very far (IX=8, IY=7) from the gama thermometer and

the seeond was near (IX=4, IY=2). For each rod, we caleulated

the eontribution of the 11 energy groups defined in table 1.

The agreement is good above 2.5 MeV (see results on table 3)

for both fuel rods. MERCURE iV over estimates the heating

below 2.5 MeV essentialy at 1 MeV. The total heating is

over estimated of 15 % for the distant fuel rod and of

11 % for the nearest fuel rod. In view of the standard

deviation, about 5 %, the overevaluation is about the same

for any rod.

The table 4 gives a comparison between the different

eontributions to the heating eoming from several sources

in the fuel rod. The agreement between MERCURE iV and

TRIPOLl is very good and this fact is more important than

the desagreement in absolute value.

2.3.2. lg~!~~~£~_2~_g~ê:_Eê:Y§_Q~_!Q~~E_~g~EgY_!!!ê:~_~QQ_~~Y

Two ealeulations. were made. In these two ealculations, the

10 energy groups above o. 75 MeV are the same. In one

calculation we have taken into account the exact gamma

spectrum up to 100 KeV. In the other caleulation, we

have only one group between o. 75 MeV and 0.5 MeV wi th

eonservation of the energy emitted below 0.75 MeV

The table 5 gives the comparison between the two ealeulations

for the fission product component and 8 fuel rods. The

ealeulations with 11 groups over estimates the response

of 0.43 %.



Normalization : i gama fr9m fission per em3. s

~: standard deviátion due to Monte Carlo method



- 539 -

TABLE 4

10) Nearest fuel rod

TRIPOLl MERCURE iv RATIO

ME RC URE iv
TRIPOLl

1) directly from fission 40.75 % 40.70 % 0.9988

~ from fission produets 37.91 % 37.74 % 0.9955

~ captures on u235 5.69 % 5.68 % 0.9982

"t eaptures en U238 15.65 % 15.88 % 1.0147

RATIO

20 ) Distant fuel rod TRIPOLl ME RCURE iv MERCURE iv
TRIPOLl

er direetly from fission 40.31 % 40.09 % 0.9945

~ from fission produets 38.84 % 38.91 % 1.0018

1( eaptures on u235 5.62 % 5'.59 % 0.9947

'( eaptures on u238 15.23 % 15.41 % 1.0118

2.4. Most imEortant resul ts withfissiOn products at 'equilibrium

The most important results are given inthe tables 6 and 6 bis.

The table 6 gives the pereentage of heating in the gamma

thermometer from several cell rows. About 91 % of the heating

comes from the instrumented fuel element and 9 % from the

8 surrounding elements. The table 6 bis gives the .deeomposi tion

of the gama thermometer heating. 65 % ofthe heating is

direetly proportionnal to power densi ty or thermal flux

35 % comes from the fission products.

The heating due to the gamma issued from neutron captures in

the gama thermometer itself and its associated water amounts

up to 7.4 % additional.
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TALE 5 - FISSION PRODUCTS BELOW 500 KeV

Cell rod Row MERCURE IV (w/g) ME RCURE IV (w/g) RATIO

numer numer with 11 energy with 13 energy 'ME . IV'l1 groups
groups (eonser- . groups ME IV 13 grups
vation of total

energy)

1-1 1 3:.. 7960 E-15 3.7944 E-15 1.00042

2-1 2 1.8556 E-15 1.8496 E-15 1.00032

3-1 3 6.9808 E-16 6.9045 E-16 . 1.011

4-1 4 3.8760 E-16 3.8409 E-16 1.0091

5-1 5 2.3518 E-16 2.3355 E-16 1.0070

6-1 6 1.5021 E-16 1.4946 E-16 . 1.0050

7-1 7 1.0170 E-16 1..0132 E-16 1.0038

8-1 8 7.3009 E-17 7..2780 E-17 1.0031

Normaliza tion . 1 fission per em3.

Approximate influence on the gama thermometer heating

with 11 groups ----------- 1.0787 E-13 w/g

13 groups ----------- 1.0741E-13 w/g

Differenee ---------- 0.43 %
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TABLE 6

Row number from

whieh the gama
are issued

Numer of fuel
rods

Numer of
water eells

Hea ting amoun t

percent

The gama from neutronie capturesin gama 
thermometer

add 7. 4 %tothis value.
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TABLE 6 bis

Gama from fission --------------------- 38 %

Gama from fission produets ------------ 35 %

Gama from eapture in 238
17 %U. --------------'

Gama from eapture in U235 ------_._----- 6 %

Gama from eapture in fuel eladding 2 %

Gama from eapture in borated water 2 %

Gama from neutron eaptures in gamma thermometer i tself
7 . 4 % addi tional .

2.5. Respons'e dueto 's'everal' power :tra'n'si'ents

Several power transients have been studied.

The first power diagram isshown onthe ~igur.e 7. .The diagram
is periodical andthe periodis exactly one day .The power

deereases or inereases by a faetor 3 during half an hour.

The ratio between.the gama thermometer heating normalized

to unity andthe nuelear poweris between 1.25 and 0.93.

The pieture 8 shows anothertype of power diagram and .the

corresponding heating.
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GAMMA THERMOMETER HEATING
___ NORMALIZED POWER

-l CHANGE IN SCALE
Q:
Li

f
"'

-J
4: 1.0zl!-
Cfl-l!
o
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::
4:
~ 0.5

oz \--------------~

~28

TIME (HR~.
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I

I
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FIG.7 _ NORMALIZED GAMMA THERMOMETER SIGNAL

AND POWER AS A FUNCTION OF TIME
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3 - PROCESSING OF THE GAM THERMOMETER SIGNAL

3.1. Statement of the Eroblem

It ean be shown that the heating power irtthe gama thermometer

is related to the loeal nuelear power by a relation :
I:

er:: f; W'(l) +JHlc-7:)W'C7:ìd7:
o.

and so, the output eurrent t~, whichis proportional to

.

''1 = f. er
is related to local nuelear power by :

r ( Ç) WO (.f). J" f: H ( (;-T) ur ('r)d7: )
.

Ir' -:
It appears that we have to process convenientlythe output

signal ( 7' in such a waythat we obtain a signal proportional

to the local nuclear power. This signal might be :

- as accurate as possible

- obtained by an on line processing.

3.2. Choice of a method

op to nov., no defintive ehoice was taken onthe methode As a
..

matter of fact, it depends uPon different actually unknown

options as :

- teehnology ofthe proeessing (analoga , digital hardware,

software. . .)
- the use ofthe signal (automatie control, open loop

surveillance, operator's read out etc...)

-the expected validity area (isthe signal of a gama

thermometer processed if the bottom of eontrol rod is in

i ts neighbourhood.

Nevertheless, a study was made using a "reasonnable"ehoice,

whieh isthe digital filtering.

This method as the advantage to be easily adaptable to one

or the other of the preeeedingly mentionned options.

The following study was made by means of a dynamical

simulation, and no experimental resul t is obtained for now.
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3.3. AEproximation of the deeay functionof 'fi's'siOn produets

Equation (1) is a eonvolution equation whieh' kernel H (t)

sumarizes the contribution of eleven energy groups of

fission produets tothe global phenomenon of decay of fission

produets.

So it is the sum of a very high number (several hundred) of

exponential funetions. It has thé noteworthy property of

being very satisfactorily fitted by a sum of a limited

number of exponential funetions. (about 5, as shownin further

eomputations) .

Fig 9 gives the funetion H (t) andthefitted five exponential

funetion. Those funetions ean beinterpreted as period groups.

The aeeuraey of the fitting as weIl asthis oftheestimated

Ioeal nuelear power inereases slowly from a 5 per iod groups

approximation to a 11 period groups approximation. For more

than 11 no advantage can be takeri of thé improvemen t of the

number of groups, beeause of :

- the presence of noise

- the dynamic behaviour ofthe gamathérmometer i tself .

Parameters oftheexponentials ~ere obtained by a elassieal
least square method, for instanee, the five per iod groups

approximation is :

H (t) ~ 0.8210-3

-3-0.48.10 te + . -2 -0.3 10-lt0.410 . e

+ 03 10-1

-2 t
+ 0.3 e

-0.2' 10-2 t
e

- 0.23 t
+ 0.35 e
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3.4. Synthesis of the filter

Let us denote H~ (t) some n-period-group approximation of

H, and let us consider the modified equation :

I" :: f ( çl W ( ~) + j (; 11" /r-1: ) ur(? )rlì: )
D

Its Laplaee transform .is :

J.¿ r /'11 --
r

So, we get :

¿rwJ --

ce ¿lwJ + ¿rH*). ¡lw)

.A-
¡

A /r/~J.

pc +,(l H "J

(where ~ (. J denotesthe Laplaee transform operator)

From this expression, weean derivethe equation of a filter :

d w,. A
(lJ- W; ) ;: 0 .- - - I:: 1...)1

oU 6,. y

~IA C L: a.. ii' '-- := 0+ - i -
,'=' 6,.

where
.

tß ø( r
11/ø) ()~ 600 f- .= -c .=-
W 10)

C ¿in I~ _ () r l( o.o.rt,j- - ::-
t øl

+

$1 f/(f-t)w(T)dr
0

For sake of stability, a eomplementary term was eomputed

(7)and added inthe algebrie equation of the filter.
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3.5. Preliminary resul ts

The aeeuracy ofthe filter was tested for. 5 and .11 period-
groups, eorresponding to Y = 5 and Y = 11 inthe above
equations, on two transients .

A "u transient" see £ig 10

A "V transient" see fig 11

It ean be shown tha t :

a) error never exeeeds 6 %

b) this maximum value .is reaehed only in a little time internal

e) average value of erroris about 1.5 %

d) permanent erroris zero

Those resul ts were obtained bv .use ofthe simulation
lanquaqe NEPTUNIX . (8) (9).

4 - CONCLUSTON

Thefixed ineore instrumentation using gama thermometer

offering possibilities of continuous and accurate ineore

measurement will be a preeious a~d for operator, making his work

easier especially in fuel management, load folIowand frequency

adjustment domains. It mayaIso improve the use of the margins

power capabilities. Investigations for some speeifie proteetives

funetions are under way.

I
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FIGURE 10
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E (MeV)

FIGURE 9
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J. Wakabayashi

SUMMRY OF SESSION V

The subject of session V was "Basic Investigation of Surveil-

lance". Six papers were presented in this session. Most of the

papers proposed the new methods or new techniques for the in-

crease of safety and reliabili ty of nuclear power plants opera-

tion.

Some of them, presented by Mr.R.terný, Power Research Institute,

Czechoslovakia, and Mr. G. Spannagel , Karlsruhe, Germany, were
concerned wi th the application technique of new methods which

were developed in the other field, not the field of a nuclear

power plant. The alarm messages will be reduced by utilizing the

dynamic classification of alarms. This method will aid the under-

standing of plant situation for the operators, but future studies

on the reliabili ty of this method will be necessary be fore the

actual application. The data processing technique utilizing the

statistical analysis will be successfully applied in the field of

nuclear power plant operation.

The papers presented by Mr. T. Tsunoda, NAIG Nuclear Research

laboratory, Japan, and myself were concerned wi th the diagnosis

method which was studied by off-line experiment and computer

experiment. The application of noise analysis is one of the

promising techniques for the diagnosis of local anomaly. The

pattern recogni tion technique and the estimation technique of
state variables will be successfully applied in the diagnosis of

plant operation.

The paper presented by Mr.M.Lind, Risø National Laboratory, Den-

mark, proposed the operating flow model for assisting the under-

standing of operating situation. The paper presented by Mr.W.
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Ehrenberger, GRS, Germany, was concerned wi th the reliabili ty of

computer software. These two papers were also interesting works

for us.

Many of the valuable discussions were provided on the presenta-

tions of this session. Some discussions were concerned wi th the

applicabilitý and some were concerned with the reliability. All

the works in this session were the basic studies and they do not

apply to the actual plant at present time, but I hope that these

methods or techniques will be applied in the actual nuclear power

plants in a short time.

Now, I shall express my own opinion concerning the basic in-

vestiga tion.

1) The small trouble which occurs in the nuclear power plant

causes the loss of a lot of money, because i ttakes a long time

to repair the equipment due to the radiation. Therefore, the

development of more reliable equipments and the development of

more reliable protection techniques are the most important tasks

for the nuclear power plants. The good equipment, i.e. the devel-

opment of hardware, and the good protection technique, i. e. the

development of software, are inseparable just like the right and

left wheels of the car.

2) The increase of the reliabili ty of the protection system which

includes the human operation is quite important. I think, this

fact was proved by the TMI accident. The development of the

operator aid system, just the subject of this meeting, is very

important. The new methods or the new techniques must be investi-

gated at the various organizations, and I hope that these new

methods or new techniques are speedily applied in the actual

plants and that the comparative studies of them are made inter-

nationally. Of course, each technique will be utilized as the

supplement system at the first time, but in the future, it may be

utilized as one of the safety equipments.
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3) Many of the discussions concerning the reliabili ty of the

protection system were made in this meeting. I think, most of

them were concerned wi th the reliabili ty of the computer system.

I think, many of the people are considering that a cpmputer is

a rather expensive equipment, but as you know, the technique of

L. S. I. is progressing rapidly, the cost of microprocessors is
decreasing day by day. Therefore, the exclusi ve computer (not

mul tipurpose computer) for the diagnosis system or the protection

system can be provided at low cost. The double or tripIe system

may be provided at low cost in few years. Thus, i t can be con-

sidered that the reliabili ty problem of the computer has been

already sol ved.

4) As the future problems, I want to point out that,

A) as mentioned be fore , the investigation of the protection
system including the human operation is one of the important

problems.
B) After the accident or the reactor shut-down, it is very im-

portant to estimate the state variables inside the reactor vessel.

In this case, only the usually provided detector signals (some

of them may be wrong due to accident) must be utilized.
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Simulation Study on the Diagnosis System of

Nuclear Power Plant Operation

Jiro WAKABAYASHI and Akira F~KUMOTO

Institute of Atomic Energy, Kyoto University

i. INTRODUCTION

In order to prevent the accidents and to diminish the unnecessary
outage, the development of a diagnosis system of nuclear power
plants is one of the most important tasks. The diagnosis
technique may be composed of follo\ving four stages, i. e.
i. Early detection of the anomalous state.
2. Estimation of primary causes of the anomaly source (disturbance) .
3. Prediction of the future trend of anomaly.
4. Selection of the best remedy to rectify the anomalous state.

The techniques of noise analysis and pattern recogni tion are
successfully utilized in stage 1. The noise analysis is one
of the most promising technique for obtanning the useful
informations relate to the anomaly from limi ted number of the
detected signals. On the other hand, the statistical analysis
to the obtained informations will improve the reliabili ty of the
identification of anomaly.

Since the estimation of the anomaly source is made using a
simplified system model, the model identification is a major
problem of stage 2. I f the model is identi fied by the regression
equations, the anomaly source may be estimated by the regression
analysis. On the other hand, if the'model is identified by the
ordinary differential equations, the filter technique may be
utilized in the estimation of anomaly source.

Stage 3 is closely connected wi th dynamic analysis of the system,
and Stage 4 is related to the evaluation of i ts safety operation.
Therefore, stages land 2 may be considered as the peculiar
problems in the diagnosis system.

The diagnosis technique mayaIso be classified into following two
major purposes ,
A) Early detection of the local failure which could not be detected

directly. -local blockage of fuel assembly, failure of fuel
rod, loose parts, etc.

B.) Early detection of the insignificant anomaly and estimation of
the anomaly source during the operation. -deviation of the
characteristics of the control system, deviation of the pump
speed, etc.

The methods applied in the diagnosis system for above two major
purposes will be slightly differed.
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The present study is concerned wi th the latter problem. From
our previons studies, we considered that the practical diagnosis
system woulù be consisted of three blocks, i. e. 1) detection and
classification of the anomalous state, 2) estimation of the prima~y
cause of detected anomaly and 3) storage of past detected signals.
The linear discriminant function technique is applied in block 1
and the KaIman-filter technique 1S applied in block 2. The
KaIman-filter corresponding to the individual anomalous state
(category) classified by block 1 is derived from the simplified
dynamic model which identified be forehand for each category using
a set of training data generated by the plant simulator.

The applicability of this diagnosis system in an actual plants is
examined using a hybrid computer, \.¡here a 450r.H'le PWR plant
simulator was composed by the analogue computer and a diagnosis
system \.¡as composed by a digital computer. The computer
experiments were made for several presumed anomalous states, i. e.
1) reactivity change, 2) decreases of the primary coolant flow,
3) change of the feed wa ter flow and 4) change of the demand power
genera tion.

The results show that the detection and the classfication of the
anomalòus state are possible within the reasonable time and the
anomaly source (disturbance) is estimated wi th reasonable accuracy.
However, the developemant of future techniques for blocks land 2
will be important problems to improve the reliabili ty of the
diagnosis system.

2. 450MWe PWR PLANT SIMULATOR

A 450MWe piiR plant simulator was composed by an analogue computer,
where the following assumptions and approximations are adopted
due to the capacity of our computer.

1) Neutron kinetics of the reaetor core can be experssed by the one
point kinetic equations and three groups of delayed neutrons
( .À,¿ ~'\ 0.3) can be treated similar as prompt neutrons.

2) Reacti vi ty coefficients of the fuel and coolant temperatures
are given by 2 x lO.~- ô,K/K/oC and 1 x IO-'t L:K/K!CC,
respecti vely.

3) Complete mixing are accomplished in the upper and lower
plenums.

4) The trans fer lags of the hot leg and cold leg primary coolant flow
between the pressure vessel and the steam generator are expressed
by the first order lags.

5) Typieal one steam generator is taken into consideration
( unbalance of steam generators is ignored)

6) One point approximations are applied to the thermo-hydraulie
equations of the reactor core and the steam generator.

7) Eleetric power generation is proportional with the first order
lag of turbin inlet steam pressure at close on the operating
point.

8) Primary loop pressure is kept to constant. (the trouble of
pressurizer is ignored)
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9) The speed of control rods is controled by the combined signal,
~T4vt., as shmm in Fig.l a) and the reactivity Horth of control
rods is 1. 5 x 10-" ~K/K/in.

10) P-I controller is provided on the throttle valve control, where
the di fference between the demand pOHer and the generated power
is utilized as an error signal.

ll) Steam damp valve is controled by the cornbined signal, ~Te"4r# as
shown in Fig.l b).

rods speed (in/sec) darnp flm.. ( %)

15 100

-3.33
3.33
AT,\vir (0 C)

o 6.67
.åT4rrol'( 0 C)

-15

a) Control rods speed b) Steam damp flow1 + 30s 0.059 4 I
~TA-vcr = I + 3s tAVf¡ - 1 + 3s Pt. + g( I - 1 + 50s ) n

I + lOs 0.059~Ti!W'.'" = I + 3s tAvir - 1 + 3s Pe

t~v~; deviation of average coolant temperature (oC)
Pe ; deviation of electric power generation (~le)
n ; deviation of average neutron flux (%)

Fig. I Control characteristics of control rods speed and steam
damp flow

We assumed that the following signals may be utilized in the
diagnosis system, i.e. 1) average neutron flux N, 2) prirnary
coolant ternperatures measured at the inlet and outlet of steam
generator ~~, ~o, 3) primary coolant flow G, 4) main steam
temperature T;t~i 5) steam pressure measured at turbin inlet Pi,
6) feed water flow GWI 7) steam generator level Ls i 8) out-put
electric power Pe and 9) combined signals ÄTAYtr and AT ~rr"r
The average coolant temperature is obtained as the average value
of TSL and Tso, and main stearn pressure is obtained from the main
steam temperature.

3. LINEAR DISCRIMINANT FUNCTION (BLOCK 1)

The detection and classification of the anomalous state are
accomplished by pattern recognition technique utilizing the signals
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obtained from the multitude of detectors in the plant. A set of
detected signals is identified with one of the patterns (eategories)
prescribed to present the normal and several anomalous states in
mul ti-dimensional space, by applying a linear discriminant function.
The discriminant function is learned by the computer beforehand
from a set of training data generated by a plant simulator.

The normal probability distribution function of category 9 is
given by -.f -,! (~ i t ~

Fa. ()j() = ( 2 ri) i I E l:l exp - -( -* - ~) i ('* - Jú )-, $ 2 $- l1 'l
\.¡here X is vector of variables (size p)

~~ is mean vector of variables at category 9 (size p)
i2 i is variance-covariance matrix at category 9 (size p x p) .

(I)

Eq. (1) can be interpreted to represent the likelihood L~, and
its logarithm is written in the form

- In L~= ~ In 27t + ~ inli'il + ~ ('* - J1 )t~i( *' - f$). (2)

Then the logarithm of likelihood ratio between categories 1 and
2 is given by

z = In ~~ = (J'.1 - Jf ) t\V-t( + ~ (jU.\V-~ -ßU:1V-~ ) ( 3)

\.¡here \V is the variance-covariance matrix assumed to be eommon
to the categories land 2.
Sinee the mean vectors pa, ,fUi and variance-covariance matrix
Ware estimated from the set of training data, Eq. (3) is
rewr i t ten by

z = ltJ: + c (4 )

and the linear discriminant function is defined by

t
Y = /1 X . (5 )

The sampled (or observed) data *' is identified wi th one of the
two predetermined categories by the following rule,

y - y, I ( i y - Y 1. I
category i ,

Y - y¡ I ) i y - yi. I eategory 2

where y is calculated by Eq. (5) , and y, and y,- are given by
ibt~ and Ib;t ?i , respecti vely.

i.

Above procedure is repeated for all possible pairs of predetermined
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Xl. - Pair Desig.
. yi)( - l,2 2yx l,3 3

Yl )(
-t l,4 4

Yx
2,3 2

- 2,4 2
Y" 3,4 3~

Xl

Fig.2 Procedure of identification
sampled data

N ./\ B C step I

11 It
ai aJ. a~ step 2

Fig.3 Stepwise discrimination

Ident.
2

catrgories, and the
sampled data l/ is
identified to belonge
in a category designated
the greatest number.
Two dimensional example
is shown in Fig. 2,
where the sampled data
is identified to belong
in a ca tegory 2.

I fit is necessary, the step-
wise identification technique
as shown in F ig . 3 can be
applied on the sampled data.
In step I, a set of sampled
data is classified into large
categories N (normal), A, B,
C, .... then, for example,
category A is further
identified into small
categories a, , ai. and a.~
in step 2.

4. SIMPLIFIED DYNAMIC MODEL AND KALMMJ-FILTER (BLOCK 2)

ivhen a set of sampled da ta is identified into one of the
predetermined categories by block 1, one of the KaIman-filters
eorresponding to the identified category is selected from block
2, and the anomaly source (disturbance) is estimated from a set
of sampled da ta correspond~ng to the selected Kalrnan-fil ter.
The Kalman-fil ters provided in block 2 are made be forehand from
the simplified dynamic models corresponding to the predetermined
categories.
A simplified dynamic model corresponding to theindividnal
category is identified by the first order simul taneous ordinary
differential equations using the training data, where the signals
obtained from several selected detectors are treated as the state
variables, i.e. a simplified dynamic model corresponding to the
category 1 is identified as follows.

Adynamie model is given as

d YJ = iA t. ¡ + IB u
dt 11

where
*" = I :IJ

, X ie ,

t4 = f ~i~ -~ -~ - ~ ~1~J

' a i'¡' - - -. a..ir

(6 )

IB ~ ¡ LJ

X, ,x~,... .Xie; signals obtained from selected detectors,
u ; disturbance.
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The coefficient matrices A and IB are identified from the
training data obtained for the categorized anomalous state, where
the method of the least squares is applied. The signals x i' x~,
.." x~ are selected empirically under the two rules that I) each
signal shows the typical time behavior, 2) the cross correlations
between the signal and disturbance are rather large.

In order to get the estimation of disturbance u, follwing
assurnption is made in the filter model,

du- = v (7)dt
where v is assumed to be white noise.
Thus, the system equation is fomulated as

dt( = Ã '* + /8 v ( 8 )
dt

where

't = u JA =

i:

0 ' , . ' 0 IE =

î J

x,

A
x.,

Since there are two cases that the disturbance u is detected
directly and not, the observed vector 'Y is gi ven by

\Y = iH X + \w
(9 )

where

IH =

o 1

IW = r Wo or 0
w,
,
,
..

wk,

1 or 0
1 o

,

w,; , w.l' "'" \.¡ j( equivalent observation noises whieh simulate
the system noises and observation noises of the
actual plant.
and the eovariance equa tion for Eq. s (B) andThe filter equation

(9) are given by
'"

d *. = Ã 'j + IP IH t nz ( Wdt 'l IMX (10 )

diP =
dt IÄ l + IP !A t + Iß Q 18 t fP li- t (1(' IH IP ( ll)

""
~.¡here *' is the estimation of X , Q is the eovariance matrix
of v, IR is the covariance matrix of ~v and /1' is the eovarianee
matrix of (~- tJ .
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The estimation '* is obtained by solving the Eg.s (10) and (11)
where the variance of v is treated as parameters and the reasonable
value of variance is obtained from computer experiments.

5. COMPUTER EXPERIMENTS

The system noises and observation noises are included in the
detector signals obtained from the actual plant. In computer
simulation, these noises are simulated by the equivalent
observation noises which superposed on the sampled data at the
digi tal computer side. On the other hand, the noises terms
of the training data may be ignored because the training data are
obtained from the plant simulator or the many times repetition
of training in the actual plant.

As mentioned before, following four sorts of anomalous states are
taken into consideration, i.e.

3) Change of the feed water flow G w,

Gw = Gwo - g.v"l~ - exp (-t/T, ))

1) Change of the reactivity i, (two kinds of ramp ehage)

g = (f~T)t at t ~ T f'l= .:O.0125%'V :tO.l%

f = y~ at t ) T, T = 20 sec or 100 sec
2) Decreases of the primary coolant flow G, (exponential change)

G = Go - g.,.(i - exp(-t/To)J g'l = 0.05G I' 0.2Go

To = 20 sec
(exponential change)

g",,,= tO.025GliolV l0.'15Gwo
Ti = 20 sec

4) Change of the demand power Pe, (step and ramp change)

Po = Pllo - Pm' pll = :t0. 0 25P~., rv :t0. 2Pj)~
Pb = Pile) (p.,Ti.) t at t S. T 2. T.i = 100 sec
Po = Poo pM\ at t ) T~

In our computer experiments, the sampling time of da ta is fixed
to 0.5 sec and the equivalent observation noises are assumed to be
whi te noises wi th the cut-off frequency of 2 Hz. The standard
deviations of the equivalent observation noises of detected
signals are shown in Table 1.

The linear discriminant functions of block 1 are composed using
the observed data as shown in Table 1. The present operating
state is identified with one of the categories presctibed to
represent the normal and 28 of anomalous categories. The
identification was made every 12.5 sec using the average data of
past 25 sec (past 50 sampIes) .

As an example, the dynamic behavior of eight detected signals
and the time transition of the identification result due to the
reactivi ty disturbance of g"" = 0.05%, T = 100 sec are shown in
Fig.4. The similar resul ts for all prepared anomalous states are
summarized as shown in Table 2, where the anomalous states belong to
the same sort are classified into the several categories separated
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Table l. Detected signals utilized in the diagnosis system

Detected signal Noise level
(standard
deviation)

Utilization
Block 1 Dynamic model

g G Gw
Average neutron flux

Temp. of S.G. inlet

Temp. of S.G. outlet
.

Average coolant temp.

Main steam temp.

Press. of turbin inlet
S .G. level

Electric power

Control signal .èTMt¡

Movement of control rods

(Primary coolant flow)
(Feed water flow)

~ 0 .4% (5MWt)

0.5°C
0.5 Cc

o . 5 "c

0.50C
Z0.5kg/cm

2.5%

o

o . 5 (lC

5%

5%

o

o o

o

o

o oo

o

o o

o

o

o

u
u

by the dotted lines. The training data for each category is
indicated by the mark T. The resul ts show that the correct
classification was aceomplished wi thin the reasonable time.

Since the estimation of the demand power change will not be
necessary, the simplified dynamic models were identified for other
three sorts of anomalous states. The state variables (detected
signals) utilized in the dynamie models are shown in Table 1,
where the same state variables are utilized in the all categories
belong to the same sort of anomalous state.

The typical resul ts of the disturbance estimation and the
evaluations of estimation error are shown in Fig. 5, where the
estimation error Ee is defined as,

J 'j u - 't I d tEe = D Te = 300 sec
lT~Udto

The results show that the disturbances can be estimated wi th the
accuracy of about 20% ~ 30%, even if they are not detected directly.

6. CONCLUSION

A diagnosis system proposed in this paper is relating to the early
detection of the anomalous state and the estimation of the
anomaly source, where the linear discriminant function technique
and Kalman-fil ter technique were utilized. Thc applicabili ty
of this diagnosis system in the actual power plants was examined
using' a PWR plant simulator.
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The results of computer experiments showed that 1) the detection
anù the classification of the anomalous state wère accoi.,plished
within the reasonable time by block 1, 2) the estimation of the
anomaly source (disturbance) was perforrned with reasonable accuracy
by block 2, and 3) the computation' time '¡Jas short ~nou9h for. thc
real time diagnosis . Thus, \ve conclude that this diagnosis
system will be successfully applied in the actual plants.

In order to improve the ability and reliabili ty of this diagnosis
system, future studies on the following items will be necessary¡

1) Improvement of the plant simulator.
2) Increase of the presumed anomalous states.
3) Optimization of the number and size of categories.
4) Study on the multiplex anomaly sources .
5) Study on the selection method of detected signals which are

utilized in block 1 or block 2.
6) Study on the applicability of non-linear equations and

non-linear filters in block 2. (In our previous study, the
utilization of non-linear filter took much computation time
and did not remarkably improve the estimation resul ts. )

7) Development of the more reliable methods.
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Table 2 Results of the classification of disturbance (Block 1)

Disturbance I Time (x12. 5 sec)
u ¡No.; 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

T. 0125 J 1 i 0 0 l' l' l' l' 1 1 1
.025 "J : 0 0 l' -8 l' l' 1 1 1 ~

- - .-037Š ¡ - 1 0 0 -1i -2- - 2' -2- - - -- - - - - - ---

_ ~_:~~_2~ 1- 2_1_~ _~_l: _~_ J_ J_ j _' 3_' _ 2_ ~ _3_ __~ _3_ _3_ _2. ~_ J._ _3_ _3_ )_ .L.
T.075 I' 3 I 0 l' -9 3 3 3 . . .

_ .' Q 815 _.j _0 __ l' _2_ .) ~ ) _ .) _ ;l _ ~ _L _ l '_ l.' _ 3_' __ ~ '_ l ~ .3 _ .3_ .J _ Y_ J ~ .l ~ ~ __ ..
T.l 4 i 0 l 2 3' 4 4 4
T.0125 , 0 0 0 0 0 0 l l' l' ..025 1 0 0 0 0 -8 l' l' 1 1 1 1 1 1 1 1 1 1 '2' 2' 2' .

- 'r-:g~751-2' ~ - ~- g - r:-f: -r r -r -r -~~ -r: -~:-:-' :.-.-. ~.- - - - - - - - ---.0625 0 0 0 l' l' 1 1 2 3' 3' 3' 2' 2' 2' 3' 2' 2' 2' . . .
-- T. Õ 75 - -3-; - Õ - 0- -1 i i ,- i ,- i - i - 3' -3-' - 3-' -. -. -- : -. - - - - - - - - - - - - - -- ..0875 i 0 0 l 1 1 2 3' 3 3' 3' 3' . . .
-T".ï- - -4TI-0--0--ii-1i-i-i-:r-3--3i-3-'-4-4-4-4--4-4i~V4i-.- ~:

iT-.0125 0 0 0 7 7 -1'-1 -1 -1'-1'-1'-1 -1 -1 . . .
-.025 -1 0 0 10 10 7 -1'-1'-1'-1'-1'-1'-1'-1'-1'-1'-1 -1 -1 .

---:Õ375 -2 õ-Oi0--2i-=1i-i'--i'--ï--2--2'-:-.-;--;--------- -----T-.05 0 0 7 -2 -2 -2 . .
---:0-62Š -3 õ--Y -7--':2---2---2-':2--2--2-:2--3:'3=i-2--3 -3 -3 -2 -2--3--2-'T- .075 0 -7 10 -2 -3 -3 -3

o ----.Õ87Š -4 Õ-7--i'-:j':.¡--4-:4--:--.----------N T-. 1 0 7 - 2 -3 -4 -4 -4 . . .
T-.0125 -1' 0 0 0 0 0 7 7 7 7 1'-1'-1'-1'-1'-1'-1'-1 -1 -1 .

¡t -.025 0 0 0 0 7 10 -1 -1'-1'-1'-1 -2'-2'-2' .
II -- ---:0-375 - -0- -0- 0 -Õ -7- ':lï:ii-ii-i --2 --ïL-2i--2i -.-.-:- :-.- - -- - - --

~ T-.05 -2' 0 0 0 0 7 -1'-1'-1 -2 -2'-2'-2' . . . .
~ - - -=."0-625- - - Õ- Õ- Õ -7 -7 --F-ii-Ž--2i--2-'':3i':3i':3i -- - - - - - -"tI T-.075 -3' 0 0 0 7 7 -1'-2 -2 -2'-3'-3'-3' . .
o --:.: aa75 _;, Õ -- Õ- Õ- 7--i '-:ï-:2 --2- .:y =3 =r --4---4-: -. --:- - - - -~ T-.l 0 0 10 7 -1'-2 -2 -3'-3'-4'-4'-4' . . . .

T-5 0 0 0 -5 0 -5 -5 -5 . . .-7.5 -5 0 0 0 -5 0 -5 -5 -5 . . .-10 0 0 0 -5 -5 -5 . . .
---1'2:-5- - - - -Õ -0- =5--5 --5--5 -=5:'5 =5- ':6-':6 ---6-,.- ~ : -. ---15 0 ° -5 -5 -5 -6 -6 -6 . . .-17.5 -6 0 0 -5 -6 -6 -6 . . . .T-20 0 0 -5 -6 -6 -6 . . . .
T2.5 7 0 0 0 0 0 9 9 9 9 9 9 7 7 7. .

- - -5 - - - - TI - õ . Õ - 0-' -0- -9 - -9 - "9 - 9- -9 - '9 - 9" - 9" -8 - a - a .- .- ~ -. -

T7 . 5 8 0 0 0 7 9 9 9 9 9 9 9 9 8 8 8. . . .
_ _ lO_ _ _ _ _ _ _0_ _0_ .. _ Z. _ 7_ _ 9_ _ 2 _ J _ :L J _ _9 _ J 9 _ ê. _ ~ _9_ _9_ .J _ Jl_ 8 _8_.T12.5 9 0 0 0 7 7 9 9 9. . . .15 0 ° 0 7 7 9 9 9. . . .
_'r-3~5_ _:.'_ _~ ..__0_.._-1_-7:L._ _ ___ _ ____ _ _ _ _ _ ___ _ _ _ _ _ _ __-5 0 0 0 0 -7 -7 -8 -8 -7 -7 -8 -8 -8 -8 -8 -7 -7 -7 -8 -8 -8 .T-7.5 -8 0 0 ° -7 -7 -8 -8 -8 . . .-10 0 0 -7 -8 -8 -8
T:12~Š- ---0--0--a--Š--Š--S-:r'-j'-2-'-2":.'9--9--9-.-.-.-.----- - - ---15 -9 0 0 -8 -8 1 2' 2' 2' 2'-9 -9 -9 . . . .

T2.5 10 0 0 0 0 0 0 0 10 10 10 . . . .
_ _ ,S _ _ _ _ .9_ Q _ Q. _ Q. _ Q _0_ _0_ 1.0 _lQ _1Q. _' _._ .. -" _ _ _ __T7 . 5 0 0 0 0 0 0 10 10 10 11 11 11 . . . .10 0 0 0 0 10 10 10 11 11 11 . . . .
12.5&15 11 0 0 0 0 10 10 11 11 11 . . .
17.5&20 0 0 0°10 10 11 11 11 . . .T-2.5 -10 0 0 0 0 -7 0-10-10-10. . . .
-5 0 0 0 0-10-10-10. . . .-T:'7~Ç- -- Õ-Õ-O- Õ=lÕ-YO:I-0=Ü=lÕ.:Ü-ii-i1-::-:- - ---
-10 -11 0 0 0 0-10-10-10-10-11-11-11. . . .

-12.5&-15 0 0 0-10-10-10-11-11-11. . . .
-17.5&-20 0 0 0-10-10-11-11-11. . .

0.
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Step change of the demand power were classified more quickly.

No. and T¡ Number of categorY,and training da ta utilized for each category,
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THE DYNLIvIC CLA8SIF'ICATION Al\TD REDUCTIOY;' GI' ALABILlS IN CONlPUTLR-

BASED INFOPJvIATIOlT SYSTElilS

1. Introduetion

COL.puter-b;~se(l informotion systeiils for lH)':l8r plÐnt operators

hove become D reGular part of power' unit contral systems. In 8 V2-

riety of system funetions the eoi:UTonly ::(" ;ptc(l Dlprm funetion is
of the most ir:portant. The syst em eheclcs pci'ioclicClllY whether

the value of ~:ny v8ri8ble, both onolog ,~n'~. ìJiirry, is wi thin the
normal region. If the value of 8 vari8blc c;ct S out of this region,
the system reco,£;nizes the variable to bc in ,.::l1 :.ùorm statc. The
inforin8tion of Guch 818rm is then prosent,;(~ in r; form òf 8n o18rm

message to thc oper8tor, Emd is registcrcc' :'0 individual item in
an alarm log of tbe power uni t .

The ali)rm function of this kind Ep)c::ro -Co be useful and

convenient in eOfi1fOn cases of oper8tion i~is-curbnnces, when the

number of cÜDrlll messages is smell. HovTevcrl ','hen more extensive

disturbanees oeeur the number of alArm mcr;c:~::;C::s ean exceed ree.son--
able limits, so that the operator is no ~in~G c~ppble to proeess

all the informot ion presented.

This experience, goined in operetiuj,l of ccnventional power
.

unit hos led us to devise dynamie clcs3ific~'~ion of alarms as

computer function \111ieh reduces the nw:iDC:' of ':ùÐrm messDges

presented to thc o)eretor wi thout 10 sc of :',lCyningful information.
The conditions for reelizÐtion were:

i.: minimal nlteration of existing pro::~r:-:j,Liii:s system
ii: simple olgori thmie solution so th~.:t :'c';,;ycion of the function

for all input variDbles would not 2üvcrcely 2ffect the through-

put of thc computer system

iii: the supresse'd d8ta must be 8vcülablc -Co the operator on dem3nd.
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In accordancc \'iiththis the nlarms 8re cJ.ò:'ssified in hierarchicül
priori ty order l.Del (~18rin messages ore cJcri V()0 cnly from alArms of

.
highest significm1co. The suppressed (Je'ti:' .n(~ other releted infor-
IDetion form prec1efined groups of variC'olcD, '.,'hich mtiy be present ed
to the operator on demünd.

2. Clüssificc\ticil1 and reduction of alpr:-,i LlCi'JL" ~tjes

The task 01" this system function io -Co rcduce the nurber of

alrirm messrges ",'!hich sppeor on alerm òic::.,l¿' . The entries of nlF:rm
,

messages in pol':er unit s alnrm log ere DCJ-C affected.

1:11 input v,..l~L~blGs, f'rom which ;:'11 :~J.,~r!., Cim be derived are
of three ty~)cs:

1:) en ::l.:Tfl is C.~isi)l2yed on EilDrm displ.:y:,"hcnever i tappecrs
b) 8n nlprm i8 never displayed (and ent erc cnly on nlarm log)
c) Ðn alprm i8 disployed conditionally, in uopendence on the state

of other v~ri~bles.

The vo.ric.bles of the type c) Ðre di vic1ed intü group corresponding
to indi viducl p(_~rt S of technol:ogy, so th~'t vr:rLeibles in .3 group

are to some e:;teiit mutually dependent. V.:-~i"'i:~bles wi thin D group
are classified into four priori ty levelG (0+3), which express the

significance of ol:TIn re12ted to ee,ch v..~ri(",ble. The system operÐ-

tes as follows:

At eppenrrömce of rm c~18rm with the priorit~ï level i (i=O,1,2,3)

- an nlprm message is typed in the all.rri lot;
- nn alÐrm mes~:;:\ge is displayed on alf'.l"n Cltl unless other alarm

from the snmc group 8nd of the same or hi3her priori ty has been

alrendy cJispl:-ycd. The el~rm messageo 0:2' the highest priority (3)

are displayed in nll cases

- an c12rm message of lower priority (if it u::ists) 1s withdrnwn

fram the 812rm display.
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If an olr:rm on thc level i censes to cxü,t,

- the evont is recorded in an olerm log

_ the ril~rm mcs;::",a;O is wi thdrawn from thc) ,~l':rin c1isplcW

_ other olcrm i:'cOSs;'ge from the same group ~~l1cl of the same

(or lower) priority is displeyed.

In consequence of this processing of :~L,:cr,lG only the al.srms
of momentorily highest significrmce frc'il c,~cl1 ;~;roup are pre-
sented on 2lr:rD dioploy.

In C'ddi tion to this stpndard procedurc :-': provision hDS

been made for il1cJ.i viduDl, non-stDnde.rd prucc2.cing of elr:rms
by special 8ubroutine. By this Any logic :2'u:1ction for presen-
ting new 2lc,rm mess8ges Dnd for withdrcl'.':'l ül e:-rlier on es

can be reclized.

3. Acknowleclging of elDrms wi th addition.:l ii1~-:orm8tion

The function òf cl,':ssification of :"'L::r::w h~lS been extended

by the possibility to acquire oddition~l 0.tc related to indi-

vidual C'LTms on c1em,nd of the opern.tor.

In existing system the newly appe0Tcc1 :~L'rms hnve to be

r-cknowledgcd by the operF'tor. The nckno',:lcdC,i:ont is meant to
assure tht:it C1D olcirm hDd been noticed i'.ncJ ','loulc1 be taken care
of. In thc proposed extention of this fUl1ctic.'n the operotor
has the possibility of choice to 8ckno~lc0ge new al2:rm os~ ,
before or - bJ iiressing different key on 'i;Ì1c o:)er~üor s console-

to r\cknoVlledge it ;:~nd obtain 8.dditionEJl in¡!)l'Ll~1tion relDted to
the elrirm.

In 8ccorcl~'nce vrith this nny vc:rioble c~'n h8ve a group of
relo.ted v8rL' bles thnt render addi tionr~l in:i:'Or¡18t i, on on the
imediate st~'te oi' the process. Such group i,);: v:-;ri~lbles ïs
~v~ilr'ble to thc operntor on e. monitor (L::pLW immediately ...:~fter
c.cknowlecJginG thc L~test e.18rm messsge, 01" - tf he requires

a group belonginr" to .other thnn lotest ;'.~_:'l'~ i. v:::risble . - after
typing the vcri:::ble norne on operotor ~ keybo;:rd.
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By £\cknovvledging thc alDrm wi th dCI'",:nd uf' ::iddi tiona i dcta
thc monitor CRT cle,'''Ts emd thc group 01' ¿:;t: :...Jl)C'..r in the
following forni~t:
first line - the vr~I'inble J to which thc :2011o',rj.n(~ group is relr.ted

second line - bljnk

third to twenticth line. - up to 18 vE'rL:bluc (.~nd their updnted

v~lues together with 2 noto èn1üther the vprioble

is in 3n nlnrm stete.

As the groups oZ::c1cJitionnl d8tO usu2.11y cont~in vnri!?bles of
c: corresponding group of classif'ication 7 -ehe ()perrt or thus hes
,.~t his dispos21"~n information of nIl v:'ri;~0iCS of the clnssif'i-
c8tion group, though same of alnrm messr.(~CO (Jeri ved from the

classific~tion GrQul' might be suppressec1.

4. Funetion verification

The described rilgori thm has been eJevir¡ee1 '.li th the intention

to introduce the :c'unction in D nuclee:r r)OYlcr plmt with PvVR. As

up to' present thore hns not been the posciì)iJ.i.ty to verify it on

an existing pl::nt, i t has been introducec.l in o1Jerr:tion of a 200 '&'f

cool-fired povier uni t, which is equipped i:J1th simil"r computer

information s3Tstem es planned for the sr~.icl nuclear plont.

The slgorithm has been prograrnmed ¿...s :ll ci:tension to the
existing dcte: Rcquisition progrArn syste~. ~or introducing the

programs Dnò d2.tS into thè system a speci.,i progrrim has been used,

which enf-bles e(:sy c1nta entry Ðnd moòific2tiol1 even during the
operation.

The poÌ"ler unit information system heG :~l)proximÐtely 1500

input vnrü:.blcs (600 amüog, 900 binDry ), Ù"'Or:l all of which some
930 are r:l0rLl v:iric.~bles. The whole set of in)ut veriDbles has been
di vided into 28 sub set s, each describing inùi vidual part of the
power unit. The set of alarm voriobles h2S boen divided into 138

ci~ssifi~ation ßroups and the number of rc10ted groups of additio-

nal informction clct8 ('mounts to 81.
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The division .-md I'llocetion of inCi viDu,~:i. vnri2bles hos

bcen the mein ti'sk in introducing thc ¡:ro:::)()ccd system function.

In 8pproximr.tely h,,:lf of CDses the prioritd~' ,110c2tion could be
ensily derivec1 frOl:i. the hierr:rchicÐl orcler ol f'.nc'log Dnò binnry

vf'rirbles liier.surcc1 on identicDl spot s (-ehu threshold devices 8re
set to supcrim,pos c the limits on correotJonc'U.;.1:::'nr:log vn lues) ,
so thet bin,-ry ;:'1::.1"',11 vc:riobles ""re usui'11~' on lügher signific2nce
level thcm r'n:~lcie ,-:lorms. The rem::.'ining h::L. oi' ;,ür:rm v.~ric'bles
hos been 21ioc~tod t~ individunl prioriticn in ~ccord2nce with

opert1tion lJ-:nuó.'ls. :l'he whole system hr',E; bC('D iiiproved in the course
of operntion ':1ith thc r:ssistnnce of opcr::'tiGll'l personnel.

Thc deviscc: lunction, though qui tc ~::i:':~iJc in reelization,
i5 one of thc '-'!C',ys how to reduce the mLJ!Jci" 0:' nl-"'Tm mes soges

present ed to the oper~,t or in cri ticol si tur"~:Lms. The experience

gnined in vcrific::tion on conventionol IlOUCl" urüt mC'kes the use

of this systCEl func'tion on nuclepr power ui'Üt desirr.ble.
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INTRODUCTION

The sueeesful operation of' proeess plant is dependent on a var-
iety of proeedures, for e. g. plant eontrol, testing, maintenanee,
ete., here we will eonsider so-ealled operating procedures
whieh are provided for plant control. We will especially be
concerned wi th the plant information whieh is a suffieient basis
for a systematie approach to the design of operating proeedures.

In general, a proeedure is a set of rules (an algori thm)whieh
is used to eontrol operator aeti vi ty in a eertain task. Thus, an
operating proeedure describes how actions on the piant (manipu~
lation of eontrol i~puts) should be made if a eertain system
goal should be aeeomplished. The sequeneing of actions, i.e.
their ordering in time, depends on plant strueture and properties,
nature of the eont-:-ol task eonsidered (goal) and operating eon-
straints.
If deseribed in relation to aetual aetions on the plant (start
motor, elose val ve ete.) there is no formal difference between
an operating procedure and the program whieh must be provided
for an automatie sequential control system performing the same
task. Thus, the present diseussion is also relevant for the
design of sequence automaties for plant control. In the following
the term "operating procedure" will refer to both proeedures
used by the operator in plant eontrol, and to programs for
sequential automatics. Naturally, there will be some differences
between operator proeedures and programs for automatics for the
same task. This is beeause there are differences in the specifie
nature of the "man-machine" and the controller-plant interfaces.
However, these differences will not be considered here as they
are not related to the problem of plant eontrol on the level of
deseription used here.

In the paper we will show how operating procedures ean be strue-
tured into logieally consistent parts by a decomposi tion into
sequential and concurenc, action sets. The deeomposi tion is shown
to originate from the topology of the pattern of material and
energy flow in the plant, and to the nature of the specific
eontrol task considered. This analysis provides valuable infor-
mation of how plant strueture can be used explici tly in proeedure
design. It is shown how a eategory of models ealled flow models
developed b) the wri ter, can be used to represent flow topology
in material and energy proeessing plants. Flow models will be
used as a way of dealing with plant topology in procedure design.

The observation whieh leads to the ~onsideration of flow. models
for procedure design is that e. g. start:-up procedures for appar-
ently dissimilar plant components üB pumps and boilers show some
eommon structural features. The reason for this is that the
eomponents are functionally equivalent in certain phases of
their operation. Functional equivalence of eomponents or systems
ean be expressed by usingthe language of flow models.
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CONTROL TASKSIN PLANT OPERATION

In the operation of process plant we ean distinguish between two
eategories of eontrol whieh are related to different aspects of
the eoordination of plant funetions. These categories are im-
portant for the discussion of task strueture presented in the
following seetion. .
The first category includes the eontrols provided for optimization
and for maintaining plant integri ty during transients caused by
external disturbances or by programmed changes in the operating
eondi tions as e. g. changes of setpoints . Characteristic of this
type of eontrols is that they are provided for a eertain oper-
ating regime, i. e. they are not applicable if operating regime
is ehanged. In material and energy processing plants, this
eategoryof eontrols performs a eoordinati0n of the redistri-
butien of mass and energy stored in plant components.

The eoordination problems discussed above are related to plant
operations where structural changes do not occur. The second
category of controls includes coordination problems related to
ehanges in plant functional structure. This occurs when an inte-
grated process must be established from a set of hi therto fune-
tionally unrelated plant components. In order to allow two pro-
eess eomponents to be connected, operational conditions for the
two eomponents must be equalized. (A boiler must be filled, heated
and produce steam before i t can be connected to the turbine. The
turbine must be on correct speed before i t can be synchronizedwi th the grid etc.). '
The division of a control task into subtasks according to the
eategories above leads to a deeomposition of the associated
goal and procedure into subgoals and subprocedures. Furthermore ,
to each task corresponds a plant subsystem which again is div-
ided into subsubsystems by the task decomposi tion. H011ever, plant
subsystems obtained in this way will in general be overlapping,
i. e. they will share eomponents because the gO& 1 decomposi tion
is based on the functional requirements and not on physical
structure. In the following we will give a more detailed dis-
cussion of the decomposi tion of tasks and by this way gi ve a
meaning to the concept of task structure.

STATE-ACTION DIAGRAMS AND TASK STRUCTURE

Acecrding to the diseussion in the previous seetion we can con-
sider the operation of a proeess plant as a complex of acti vi ties
related to several goal levels. The decomposition of a task into
subtasks depends on what should be aceomplished, i. e. the overall
funetional requirements, and on what can be aceomplished wi thin
the constraints gi ven by aetual plant structure, choice of com-
ponents, operational limits, etc.

We will now introduce the eoncept of astate-action diagram
whieh can be used to represent the operational requirements to
a process plant. This type of diagram is closely related to
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state-diagrams used in automata theory for the definition of
sequential machines, i. e. systems whieh operate in discrete time
and which ean be in a discrete number of states. A simple example
of astate-action diagram for power plant is shown in fig. 1.
Here we have assumed that the plant can be in only two major
states IINo powerll and "Full power 11 . The states are indicated by
eireles and the arrows indicate possible trans i tions. To each
arrow a set of actions in the system eorresponds, specified in
an operating proeedure. A set of actions is indicated by a square
box. It should be noted that if the aetions are ignored (i.e~
the square boxes are deleted), we obtain a state-diagram for the
plant. Conversely, if the states are ignored, we get a represen-
tat ion of the action structure. This will also be denoted the
proeedure structure as every action set (square box) is pre-
seribed in a procedure.

The eoneept of astate-action diagram introduced here is closely
related to the so-called precedence networks used in proj eet
management for solving planning problems (pee e.g. Burman, 1972).
In addition to these formal similari ties, there are, however,
mueh deeper interrelations between the problems of procedure
design for process plant and proj ect planning problems. This
will be discussed later in the present .paper.

Thus the state-action diagram has two aspects when used for func-
tional specification. It is a description of plant behaviour in
terms of a set of states and the specified transitions between
them, this information is contained in the state-diagram. Fur-
thermore i t is a specification to the plant environment of the
relation between the individual control tasks involved in plant
operation. In the state-action diagram a control task is defined
by the structure shown in fig. 2.

It is seen that in relation to the task definition the initial
plant state Si is a condition (the task is only initiated if
the plan ~ is in state S~). Furthermore , the task goal is the
final state S~. (The goal is to transfer the plant to the state
S~). The way in which the transfer is made depends on the pro-
cedure used, i. e. on properties of the plant considered and
design heuristics. This will be discussed later. As a state-
-action diagram can be di vided into tasks as shown in fig. 3,
it is a representation of the task structure.

It is clear that the specification of system function prescnted
in astate-action diagram is related to a given level of detail
in the description of the plant. Thus different choices of levels
of detail ~2ad to different state-action diagrams for the same
system. Inc~easing the level of detail in the description leads
to a modification of the diagram, because goals may decompose
into subgodls (states for subsystems). This is illustrated in
fig. 4 in a particularly simple case.

I .
I

However, this decomposi tion cannot always be made because i t is
necessary to take into ac count the nature of the control tasks
involved. This is the case for systems wi th strong internal
variable interactions . Such systems must be considered as func-
tional "wholes", and the control tasks associated wi th the
change of state cannot even partially be related to a sub-
system but is related to the behaviour of the whole. Fig. 5
illustrates this situation.
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Now we have discussed the decomposi tion of tasks indueed by
division of the plant into subsystems, and it is realized that
this decomposi tion may lead to concurrent subtask structures.
In addition to this, we will eonsider task deeomposi tion in the
time domain and this will lead to subtasksequenees. Assume that
we have a control task relating system states Sf and Ss . If i t
is then possible to define a sequence Si, S~' S~ of intermediate
system states, we ean decompose the task into a sequence of
subtasks as shown in fig. 6.

The two decomposi tion principles described above ean be used to
break down a eontrol task into a hierarchy of subtasks. As men-
tioned earlier, this decomposi tion eannot be done wi thout taking
system structure into consideration. A specification of a task
deseribes what should be obtained. The decomposi tion into sub-
tasks describes how the specifications are met wi thin the con-
straints gi ven by the, physical structure of the plant. .

FLOW MODELS

The function of process plant can be described in several ways
depending on the modelling language used. Flow models as defined
by the wri ter describe the topology of the pattern of material
and energy flow in the plant. In this section we will give a
short description of the basic concepts of f low modelling. For
more details, see Lind (1979).

In flow modelling, the basic assumption is that every material
and energy process can be described as an interaction between
two fundamental types of processes . These are storage and
transport processes . Storage ?rocesses include simple accumu-
lation phenomena, i.e. pile-up of material or energy in a vol-
ume. But in addition tCi accumulation phenomena, storage pro-
ces ses mayaIso include chemical processes , i. e. changes of
material composi tion and changes of phase. Transport processes
include the transfer of material and energy between two 10-
cations in space by convection, conduction and diffusion phenom-
ena.

A processing plant is then described as an interconnection of
material and energy storage and transport processes . The inter-
connection between process~s is den~ted a boundary.

The underlined concepts above consti tute the basic vocabulary
of flow modelling. The concepts ar8 summarized in fig. 7, and
wè have furthermore introduced symbols used to represent the
different processes in modelling. Using these symbols, a graph
ealled the f low structure can be cons tructed from e. g. a plant
flow sheet.
The major difference between the flow structure and a flow sheet
is that a flow structure is a plant description in terms of fun-
damental processes whereas a flow sheet is structured according
to processing components (unit operations). This implies that
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the flow structure contains information which is not expliei t
in a flow sheet. Furthermore, the fundamental nature of the flow
modelling concept make~ a flow structure a consistent category
of models, i. e. rules for model modificationcan be given (see
op cit). This is not the case for flow sheets ~

In addition to the basic concepts defined above, the concept of
a conditioned process and an aggregate is also used in flow
modelling. Acondi tioned process is a process which can be in-
fluenced (controlled).
An aggregate is a collection of interrelated transport and
storage processes . Aggregates are used for representing plant
subsystems for which the internal structure is ignored. These
concepts are summarized in fig. 8.

An example of a flow structure for a conventional power plant
is shown in fig. 9. The flow structure describes plant func-
tional structure in an intermediate operating regime during
boiler start-up (boiler is filled with water and heating is
ini tiated, steam produced is absorbed in the start-up system).

TYPES OF SYSTEM INTERACTION AND SYSTEM DECOMPOSITION

The description of a processplant by its flow structure makes
a decomposi tion of the system into subsystems possible. The
decomposi tion is in fact an integrated part of the modelling
activi ty 1 as it is related to somebasic decisions which should
be made when formulating a system flow structure. The decompo-
sition concerns the mode of interaction which two systems may
have within the framework of flow models.

We have the following two basic types of inter~~tion as illus-
trated in fig. 10.

Typical examples of interaction by condi tioning are the influ-
ences on system operation from control systems or service sys-
tems which support main plant processes . Note that the con-
ditioning subsystem may itself be a ~aterial and energy pro-
cessing system. Interaction by exchange of ~aterial and energy
covers the interconnection of the basic processes of storage
and transport at a boundary and boundaries between more complex
processing aggregates.

The major difference between the two types of interaction i s
that in the condi tioning interaction a unique direction of con-
trol is given. (A change in operating condi tions of A2 will
not influence Al whereas a change in Al influences A2). In the
case of interaction by exchange of material and energy 1 no
unique direction of control can be given in generalias a
change in operating condi tions of either A3 or A4 may influence
the other. The condi tioning of A2 by Al is a coordination of
their functions, whereas the systems A3 and A4 are functionally
integra ted.
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The functional integration can be broken by adding a condi tioned
transport process as shown in fig. 11. This modification implies
tha t the functions of A3 and A4 can be coordina ted.

Eaeh plant system can now be deeomposed into a main process sys-
tem and its associated subsystems. The subsystems fall into two
classes, condi tioning and processing subsystems according to
the basic types of interaction defined in fig. 10.

The main process includes processes which perform material and
energy processes , the purpose of which is defined in relation
to the system environment. Thus the main process may be a con-
ditioning or a processing subsystem to another plant system.

The conditioning subsystems are different types of subsystems
which ei ther control the main process or establish and maintain
proper function of the main system (lubric?,ting systems, de-
mineralizer and make-up systems, etc.).

Processing subsystems are subsystems which function as sources
or sinks of material and/or energy. in relation to the main sys-
tem.

The decomposition is illustrated in fig. 12 where it is indi-
cated that a mainsystem may have several subsystems of the
two txpes. The couplings of the main system to the environment

. are ignored in the f igure .

Due to the recursive nature of the concept of system, a system
can be decomposed into a hierarchy of subsystems as exemplif ied
in fig. 13.

TASK DECOMPOSITION

If we now consider a gi ven control task and the associated sys-
tem, the decomposi tion of the system flow structure as described
in the previous section will provide a division of the task into
subtasks.This division depends on the nature of the task.
As discussed earlier, we have two ca :.e00r ie;, of control tasks in
process plant operation. The first includes changes of system
state within the same operating regime, i.e. the sYptem flow
structure is unchanged. A change of state requires a coordip~tion
of the function of the conditioning subsystems for the syst~~
considered. This can be concluded from fig. 12 as the only way
to change state of MS is to change the states of CSi, CS2 .... .
The sequence of changes required can be deduced from the detailed
structure of the main system flow structure and the change of
state to be obtained in the different subsystems of the main sys-
tem. As an illustrati,on, let us consider the example in fig. 14.
Here the main system has a tree structure internally.

If we now assurne that the state of aggregate Al should be un-
changed, then the changes of state of Cl, C2 and C3 (i. e. the con-
trol actions on the main system) stould be coordinated to obtain
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this. ~his means that the condi tioning of flows to Al is an in-
tegrated task. If the state of A2 should be changed, then a con-
trol heuristie (or a suitable eontrol system design method) must
be chosen to determine the sequencing of the changes of state
in C3, C4 and C5.

In a material and energy processing plant a proper heuristie
would be to prevent transient pile-up of mass or energy in pro-
eessing components (or aggregates). This heuristic which is re-
lated to plant safety would imply the following rule:

If the material/energy content with~n an aggregate should
be redu¿ed/increased, then the souree flows should be re-
dueed/inereased and/or sink flows should be increased/
reduced. The ehoiee depends on requirements to be met in
neighbour aggregates.

We will not go further in the details of how a control task of
the first category is decompos~d into sub-tasks. This would
require a discussion of the set of heurist ~cs whieh can be used
in connection wi th material and energy processing plants. This
is a topic for further studies.

From the discussion above we ean conclude that control tasks of
type I are integrated, i. e. the state-action diagram defining
the task has the structure as shown in fig. ~.

The second category of control tasks which coordinate changes in
the operat~ng regime of a system will now be discussed on the
basis of decomposi tion of f low structure.

A change in operating regime includes a change of flowstructure,
i. e. ei ther a functional interconnection of hi therto unrelated
systems or a disconnection of a functionally integrated system.
However, these operations require that the subsystems invol ved
are Droperly condi tioned, i. e. they must be in astate which
allows an interconnection or disconnection to be done. This is
necessary in order to avoid transient pehnomena which in the
ul timate may cause component failures. This means that a control
task of type 2 includes subtasks of type 1 (condi tioning of sub-
systems before interconnection/disconnection).

Two systems which must be functionally integrated must have a
potential for interconnection. This is usually provided by a
condi tioned transport node (representing e.g. a control valve).
Thus we can base our discussion on the situation shown in fig.
15.

Here we have sr,own two systems decomposGd into their subsystems
(MS, CS apj. PS). The systems are interconnected by a condi tioned
transport node. Two states of the subsystem condi tioning the
transport process correspond to functional interconnection arid
disconnection (opened and closed valve). The subtasks related
to the interconnection of MSI and MS2 would then be (i t is
assumed that they are disconnected, i.e. it is a condition for
the coordination task that CSl is in proper state) :
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1 ) Condi tioning of MS1, i. e. the state of CSi must be ehanged.

2) Condi tioning of MS2, i. e. the state of CS3 must be ehanged.

3) Coordination of MSI and MS2. This ineludes the change of
state of CS2.

It should be noted that all subtasks are of eategory 1. The
state-action diagram corresponding to this interconnection task
is shown in fig. 16. An analysis in the case of system dis-
connection will lead to a similar state-action diagram.

As before we will need heuristics to determine the sequence of
subtasks. As an example we could mention the following heu-
ristic

Material flow boundaries must be established before
pure energetie boundaries. This heuristic preventthat
extreme energy jensities occur in aggregates (i.e. high
pressures or temperatures) .

But as be fore , a more detailed study is neeessary to formulate
a sufficient set of heuristics for material and energy proces-
sing plants.
As an example of astate-action diagram for a complex task
fig. I 7 is included. It shows the interrelations between sub-
tasks in the first phases in the startup of a conventional
boiler. The startup procedure is taken from Pedersen (1974)
and described here into the format of astate-action diagram.
In this example we can identify sequences of subtasks of the
different categories discussed earlier. Furthermore , some of
the underlying heuristics can be identified (e.g. fill the
boiler drum wi th water and establish air/gas flow be 

fore
starting the burners).

PROCEDURE DESIGN

The previous discussion have described how a control task can
be decompose0 into subtasks. It has been shown how the flow
structure ot the sy stern and the nature of the control task
determine the decomposi tion. Furthermore , i t has been discussed
how design heuristics can be used to determine the sequencing
of the individual subtasks. In thiE; way we have formulated a
structured approach to procedure 'design. However the method
do only consider the aspects of procedure structure which are
related to plant topology. We have not considered the aspect of
time and resources of material and energy. This bring us back
to the discussion of the interrelations between procedure
des ign and proj ect planning problems.

The problem of project planning is usually separated into three
phases(see e.g. Burman, 1972)
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Planning: The planning phase include the analysis of the
logie of the situation (interrelations between
the individual jobs to be done) by arranging
the jobs in an order of precedence. Thís corre-
pond exactly to the decomposi tion of a control
task into subtasks as described in the present
p~per. The resul t of the ordering of jobs is
presented in a precedenee diagram. Here we obtain
astate-action diagram. Thèse two diagrams are
formally equi valent.

Seheduling: The scheduling phase inelude a conversion of
the plan into a feasible schedule. This is
obtained by analysing the plan (the precedence
or the state-action diagram) wi th reference
to the use of available r~sourees i. e. time
and material and energy su~plies. This is one

. of the aspects of proeedure design which is
not covered in this paper. This means that
seheduling is dependent on plant information
as time constants of plant processes and of
storage eapaci ties. This plant information is
not represented in the flow structure.

Supervision : The supervision phase include the moni toring
and correction acti vi ties which must be made
in order to ensure adherence to schedule
(i.e. the planned operation). These aspects of
operating procedures are discussed in Goodstein
(1979) .

OPERATOR SUPPORT

The method for procedure design presented above may be used as
a basis for computerized on-line procedure eonstruction. The
operator could use the plant computer to generate procedures in
si tuations which are not predicted by the designer.
Such a facility would be an integra":'~d part of a system for com-
puter assisted plant diagnosis .
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Fig ,~ . Simple state-action diagram .
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action diagram into tasks
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Subtasks relating
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Fig. 4. Decomposi tion of a task into
independent subtasks.
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Fig. 5. Incomplete task decomposi tion when
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into subsystems
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Fig. 6. Temporal task decomposi tion
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e
I

Fig. 'i5. Two intereonneeted systems

MSI

MS2

Fig. 16. State-aetion diagram for the inter-
eonneetion of MSI and MS2 in fig. 15.
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Abstract

An on-line diagnosis algorithm was developed and its veri-
fication test was performed using a minicomputer . This algori thm
identifies the plant state by analyzing various system noise
patterns, such as power speetral densi ties, coherence funetions
etc., in three procedure steps. Each obtained noise pattern is
examined by using the distanees from i ts reference patterns
prepared for various plant states. Then, the plant state is
identified by synthesizing each result with an evaluation weight.
This' weight is determined automatically from the reference noise
patterns prior to on-line diagnosis .

The test was performed wi th SO MW(th) Steam Generator noise
data recorded under various controller parameter values. The
algorithm performance was evaluated based on a newly devised
index.

The resul ts obtained wi th one' kind of weight showed the
algori thrn efficiency under the proper selection of noise pattern.
Results for another kind of weight showed the robustness of the
algori thm to this seleetion.

i. INTRODUCTION

Noise analysis is a highly efficient tool in the identi£ica-
tion of reactor noise sources and the detection of plant abnor-
mali ty. In order to develop a nuclear power plant diagnosis
system based on noise analysis, the following tasks must be
performed:
(l) Reduce noise signals and clarify the relation between

obtained noise patterns and plant operating states.
(2) Judge whether an obtained noise pattern is normal or abnor-

m~l ùnd identify the cause and degree of the abnormality if
it was detected.

For itern (i), many reports' have been published on noise
analysis for various operating reactors, which allowed much
better understanding of noise patterns in rBR as weIl as LWR.
Moreover, simulation diagnosis has been performed to develop a
diagnosis system efficiently. On the contrary, for i tem (2),
based on the relation between plant operating states and noise
patterns, which was already learned, speeialists on noise
analysis have to judge whether the plant state is normal or
abnormal by carefully observing the obtained noise patterns.
It i3 i however, very difficul t for them to identify the cause' and
degree of plant abnormali ty and subsequent consequenees quickly,
using a huge amount of noise patterns. For this reas9n, the
authors have developed a diagnosis algori thm for an on-line
computer.

Although several on-line diagnosis algorithms, based on
noise analysis, have been reported,(l), (2) they treated only a
detection problem to determine, wi th apower spectral densi ty of
neutron signal, whether the plant state has changed significantly
from the normal state.

The algorithm proposed in this paper, however, treats not
only the detection problem but the identification problem to
determine the present plant state. The plant state is identified
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by analyzing various noise patterns in forms of power speetral
densi ties, eoherence functions etc., wi th three statistical
procedure steps.

The verifieation test for this ,algorithm was performed with
recorded noise data for SO ~¡(th) Steam Generator, situated at
the O-arai Engineering Center of PNC.

2. ON-LINE DIAGNOSIS ALGORITHM BASED ON NOISE ANALYSIS

2. I . Basic proeedure

A nuclear power plant contains various inherent noise
sources . Process signals, exci ted by these noise sources ,
fluctuate through the plant response eharaeteristics. Henee,
these fluctuations contain information about the plant operating
state. Noise analysis techniques can extract this information
in the form of power spectral densi ties, coherenee functions,
correlation functions etc.. These noise analysis resul ts show
various patterns, according to the various plant operating
states. If the relation between the noise patterns and the
plant operating states were known, the present plant state ean
be identified by observing the obtained noise patterns (sample
noise patterns).

An on-line diagnosis system, based on this eoneept, ean be
diagramed as in F ig . 1.

The reference noise patterns must be prepared beforehand in
two ways. One way is on-line learning during the initial operat-
ing period. The other way is off-line learning, using a plant
simulator to get the referenee noise patterns under various
abnormal states. In the latter case, the referenee patterns can
also be obtained by the theoretieal calculations using the plant
dynamic model. These reference noise patterns are stored wi th
their identi ty labels for the plant operating states.

The diseriminant system compares sample noise patterns with
the reference noise patterns. If the sampIe noise patterns
indicate aplant abnormality, this system gives such information
as cause, degree and indicateà counteractions to the operator
through the display system.

To realize the above mentioned system, an algorithm to
identify the plant state synthetièally, using various kinds of
noise analysis resul ts, was developed as folIows.

Figure 2 shows a flow diagram of the discriminant system
based on the developed algorithm. The task of this system is
performed by the following three proeedure steps. .

Step I: This is the first step in the on-line diagnosis proee-
dure. In this step, the most probable plant operating state is
determined for each sampIe noise pattern by comparing wi th refer-
ence noise patterns.

Each noise pattern is described by a multidimensional veetor,
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whose components are selected parts of the noise analysis resul t.
Then, the i' th sampIe veetor Xi = (xl, x2, ...., xni JT whieh belongs
to the k' th plant state should be posi tioned around the reference
vector ~ ik in the ni-dimensional space. This subspace is called
the k' th jata class. The volume of the subspace eonstrueted by
these vectors is determined from their statistieal nature. Thus
the task in this step is to determine the subspace in which a
eertain sampIe vector is ineluded. The distance between the
sampIe vector and the reference vector can be used for this
determination under the assumptions diseussed in Seetion 2.2.
The equation for this distance is

Dik = (Xi - ~ik)T Iik (Xi - ~ik), (1 )

where Lik means the covariance matrix for the i' th sampIe veetor
included in the k' th class. Superscript T denotes the transpose
of a vector.

After distance Dik is calculated for all classes, a cirtain
class which minimizes Dik is obtained. The discriminant system
assumes that sampIe vector Xi is ineluded in this class. This
hypothesis is then tested" using the PDF (probability densi ty
function) for the distance. If the PDF for the sampIe vector was
weIl approxima ted by the, normal (Gaussian) distribution, Di\ is
a x-square variate with ni degrees of freedom. In this case, the
hypothesis is adopted if Di2k ~ X2 (ni, Ei), where si denotes the
given significance level. The value of X2 (ni, Ei) is obtained
from the X-square table. On the contrary, the hypothesis is ..
abandoned if Di\ ~ X 2 (ni, Ei), and the system regards the sampIe
vector to be included in the class which represents an unknown
abnormal plant sta te. As the resul t of the above test, the
system makes bik = I, if the sampIe veetor is regarded to belong
to the k' th elass, or bik = 0, if otherwise. Thus, the diserimi-
nant matrix B = tbikl is constructed finally.

Significance level Ei is closely related to the false alarm
rate. The value of Ei should be determined by considering the
system requirement for a low false alarm rate and the responsibil-
i ty for quick abnormali ty detection.

The PDF for the sampIe veetor will be discussed in Seetion 2.2.

Step 2: The most probable plant state is synthetieally determined
from the discriminant matrix in this step. The system examine the
bik value for all sampIe veetors in eaeh class. The simple
sumation, however, is meaningless sinee several sampIe vectors
may show the same pattern at several different classes. Hence
the quanti ty

m9k = I Wik bik (2)i=l

was defined as the criterion function for the determination,
where m denotes the number of vec.tor. and iVik is a weighting .-
factor for each bik. The system calculates the value of 9k for
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all classes. Then, the class which gives a maximum value of 9k
is determined as the most probable plant state.

The weighting factor should be predetermiend in Step o.

Step 0: The quantities, ¡.k = tlliki i=I,2, ..., mì, ¿k = t¿iki
i=l, 2,..., mì and Wik should be prepared for the on-line
diagnosis .

Reference vectors ¡.k and covariance ¿k are given to the
discriminant system by learning. Weighting factor Wik is deter-
mined using the values of Uk and ¿k in this step.

The distanee from the k' th class to the 1 i th class can be
wri tten for the i' th re ferenee veetor, as follows:

D fk (l) = (¡. i i - ¡. ik ) T L i~ (¡. i.~ - lJ ik) . ( 3 )

Let ko, ku and kn denote the class of the normal plant state ~ ,
the class of the unknown abnormal state and the ~'th class which
miniilizes Dik (i), respeetively. Then, one weighting factor
category is presented by

fDikO (k )!l Djko (k)

Wik = lj-l
l/m

for k ~ ko and k ~ ku

(4 )
for k = ko or k = Ku..

Equation (4) means that the determination in Step 2 depends on
such vectors that the pattern at elass k is largely different
from the pattern at class ko. This weighting factor category is
called Ca tegory 1.

Another weighting factor category is presented by

t Pik~l Pjk

for k ~ ku

Wik =
)=1

l/m for k = ku.
(5 )

The quantity Pik is given by

JDi~ (kn)
. ( 2Pik = P X ,

o

ni) dX2, (6 )

where p (X2, ni) denotes the PDP for the X -square distribution
with ni degrees of freedom. The Pik value approaches 1.0 for a
large Dfk (kn). Thus, the weights approach the same value for
such vectors that have large Di~ (kn) values. This weighting
factor category is called Category 2. Category 2 is considered
to be close to the evaluation by a skilIed noise analyst.

Al though some other Wik categories could be easily presented,
the verification test was conducted wi th the above two weight
ca tegories . Resul ts will be shown in Section 4. I .
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2.2 Statistical eharacteristics for sampIe noise patterns

Two basic assumptions in the authors i algori thm will be
diseussed in this section. They are concerned with the PDF and
the covariance for the sampIe veetors.

PDF for sampIe veetors

The approach using Eq. (1) is effieient for sample vectors
wi th symmetrie PDF, espeeially wi th Gaussian PDF. For non-
Gaussian cases, the diseriminant threashold X2 (ni, Ei) diseussed
in Step 1 should be modified, as discussed in Ref. (I).

If i t was necessary to use a sample vector wi th a strongly
skewed PDF, the original vector should be numerically transformed
to a veetor wi th asymmetrie PDF. Consider two examples obtained
by noise analysis in the frequency domain.

The PDF for the APSD (Auto-power Spectral Density), obtained
from N blocks of time-series data by using the FFT (Fast Fourier

Trans form) technique, is given in Ref. (3) as folIows:

p(a) = rNN.aN-l. exp (-N.a)/l(N),
1 0,

for a ~ 0

for a': 0, (7 )

where adenotes the value of the .l.PSD normalized wi th its popu-
lation mean, and r (N) denotes the Gamma function. This original
PDF is strongly skewed and well approximated by the log-normal
PDF(2) Thus, Eq. (I) ean be used for the logarithm of the APSD.
The PDF for the transformed APSD is deseribed by the Gaussian PDF,
whose mean value ~ and variance a2 are respeetively given by

and

a~ = :in I I + l/N

a2 = £n (I + l/N),

(8 )

(9 )

where adenotes the population mean for the original APSD.

The PDF for the CF (Coherence Funetion) is also given in
Rèf.:(2), as follows:

co 2' 2
Z(I-Z2)N-2 ¿ ll Jr (N+j) .Z2j,for O':Z':l,

j=O t2 (j+l) tlO)

where Z denotes the CF value and i ts population mean is denoted
by ~. Al though the form of this PDF varies wi th the values of ~
and N, i ts skewness is rather small. Thus, the original, PDF can
be approxima ted by the Gaussian PDF, which has the same mean and
variance val ues deri ved from Eq. (IO). Variance å 2 can be obtained
from the approximate equation for normalized standard deviation
s, as folIows:

p (Z) =
2 (1-¡.2)N
r (N) r (N-l)
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1

r s = l. iI ' for l. -( 0.1

L log ( s) = - 0 . 49 S log N .. 4. 647 l.3 + 6 . 951 l.2
- 4. 7 S 4 j.2 + 3. 394, for l. ~ 0.1,

where S = 100 v/l..

(11 )

Covariance for sampIe veetcrs

Strictly speaking, Eq. (1) is not an Euelidean distance
measure, but a probabilistic one, termed the Mahalanobis distanee.
For example, covariabili ty exists between the values of an APSD
at two neighboring frequenev points, owing to the window used in
noise analysis (4) . I f a sampIe veC~0r is constructed from these
neighboring frequency points, the cross term will appear in
covarianee matrix ¿ik. Thus, in general, it is necessary to
orthogonalize the vector component axes, as shown in Ref. (I).

In this paper, however, the covarianee matrix was assumed
tc be diagonal and each diagonal element was obtained theoreti-
cally by using Eq. (9), etc.. The reason will be discussed in
Section 3.2.

3. NOISE PATTEfu~S FOR SOMW (th) STEAM GENERATOR

3. i Noise measurement and data reduction

As verification for the on-line diagnosis algorithm, SOMW(th)
Steam Generator noise data were measured and analyzed under
various controller parameter values . Figure 3 shows the schema-
tic diagrar of 50 Hi¡q (th) Steam Generator control and instru- _
mentation. In this experiment, control parameters for the differ-
ential pressure control system (PDIC- 31 7) and the feedwater
control system (FICA-30l) were changed.

With the FICA-301, feedwater control valve position is
controlled. With the 'PDIC-3l7, feedwater pump speed is controlled.

Experimental conditions, in which noise measurements were
performed, are listed in TABLÕ I. Trans fer function for these
two controllers is given by ~ (1 +~). Fourteen signals,
from sensors marked by an asterisk in pig. 3, were recorded for
60 minutes by an analog tape recorder under various P and I
values.

The recorded signals were analyzed wi th' a system which is
composed of an A-D eonverter, a minicomputer (TOSBAC -40 C) and
a CRT display wi th a hardcopy equipment. A blockdiagram of this
system i5 shown in Fig. 4. As the result of analysis using FFT
technique, APSDs, CFs and much other information were obtained.
Figure 5 shows example APSDs obtained for feedwater flow rate
under various plant states. In this data reduction, noise com-
ponent in the O. 02 to 5 Hz frequency range was analyzed andthe
results for 256 frequency points were obtained.
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It is found, from Fig. 5, that the fluetuation in feedwater
flow rate is not so stahle under plant states 1 ~ 3, beeause
APSDs in low frequency range show large magnitude. Thus, plant
state 6 was treated as anormal state in the verifieation test,
though the PDIC-317 was under manual operation.

Among a great deal of redùced da ta , APSDs for eight signals
and CFs between these signals were seleeted and prepared for the
verification test, because these noise patterns, shown in TABLE II,
are very sensitive to the change in plant operating state.
Seleeted number of noise patterns, marked by an asterisk in
TABLE 11, were used in the verifieation test.

3.2 Reference vector learning

Far ealculating distance Dik, reference veetor ~ik and cova-
riance matrix Iik must be determined.

In case of APSDs, the reference vector is given by

1 M
~ik = --jli yïk (12 )

where M denotes the trial numher and YiK denotes the k i th
elass vector obtained at j i th trial. Each veetor is eonstructed
wi th a logari thm of APSD, which is reduced from N blocks of data.
The value of ~ik approaches the population mean under a large M
value.

On the contrary, in case of CFs, i t can be shown by Eq. (10)
that ~ik depends on N and, thus, does not approach the population
me an , even under a large M. For the sake of minimizing this
effeet, reference vectors were obtained wi th only one trial in
which the 60 minutes (68 blocks of) data were analyzed by FFT.
The sa~ple vectors for the verification test were obtained from
the 15 minutes (17 blocks) of data.

Al though the covarianee matrix is, in general, gi ven by1 M. .
Iik = 11 I (Yi~k - ~ik) (Yi~k - ~ik) T,

j=l (13 )

i t was determined theoretically, as describ~d in Seetion 2. 2 ~
for this reason.

4. VERIFICATION TEST

4.1 Performance index fc

An off-line verification test for the discriminant system
was performed using the minicomputer TOSBAC-40C under various
eondi tions. Each test condi tion was different in regard to the
numer of vectors or vector' eomponents., as shown in TABLE III.
Thirteen sampIes , obtained from seven plant states, were
diagnosed by the diseriminant system wi th two different weighting
factor categories under each test condi tion.
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To evaluate the proposed algori thm performance under these
test results, a performance index fc was introduced. Let gt
denote the value of 9k for the true data class in which the
sample is incl uded, and let gm and gs denote the maximum and
second values of 9k, respecti vely. The performance index is
given by

t gt

, gs+Co (gt-gs)
fc =. g

gt:Co (gt-gm)

for gt = gm

(12 )
for gt .:gm.

If the discriminant resul t was false, i. e. gt': gm' the fc
value becomes negative. The fc value ranges from -Co to +Co
and increases monotonically wi th the gt value. In this paper,
1.0 was assigned to Co. Pigure 6 shows fc examples.

4.2 Test resutls

It can be seen from Fîg.4 that the noise pattern in the low
frequency range is useful for diagnosis . Hence, all vectors
were constructed wi th values between 0.0195 Hz to the same
frequency wi th O. 0195-Hz resolution. Por the significance level
€i'l% was given to all veetors.

Test resul ts obtained wi th two weighting factor categories are
shown in TABLE iv. It is shown that the discriminant system
wi th Category 2 of the weighting factor diagnosed all sampIes
correctly under all test condi tions, except TC-3, in whieh only
four vectors were used. The average values of fc with Category 1
and Category 2 through all test conditions are 0.156 and 0.178,
respeetively. This difference is mainly due to the results for
TC-4 and TC-5, and is evident especially in the results for
samples No. 2 ~ 7. This can be. said to hold true also for other
test condi tions, except TC- 3, and can be interpreted as follows:
All samples No. 2 ~ 7 were obtained under plant state 2 or 3 as
shown in TABLE iv. Some veetors used in the tests show qui te
different patterns under these plant states from the normal plant
state 6. On the other hand, they show quite similar patterns
under these two plant states, as shown in Fig. 4. For these
vectors, weighting factors Wi2 and Wi3 for Category i show very
large values and those for Category 2 show rather small values.
Thus, the resul ts for samples No. 2 ~ 7 obtained wi th Category i
weighting faetor, are largely affected by a faul ty construetion
of the discriminant matrix in Step 1 of the procedure. This
effect is evident in TC-4 and TC-5, because many noise pattern
at high frequency range under plant states 2 and 3 are very close
to each other.

It can be said from the above discussion, that the discrimi-
nant system wi th Category 1 weight is apt to be affected by the
selection of vector components, and that the system with
Category 2 weight is robust to that selection, on the contrary.
Thus, i t is preferred to use Category 2 of the weighting factor.
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5. CONCLUS IONS

An on-line diagnosis algorithm, based on noise analysis
was developed and its verifiecation test was performed with the
recorded noise data of 50 ~m(th) Steam Generator. This algorithm
identifies the plant state by analyzing various sample noise
patterns in three procedure steps. Each sample noise pattern is
examined by using the distances from the reference noise patterns.
The plant state is determined by synthesizing each result with
the evaluation weight which is determined automatically from the
reference no ise patterns.

The algori thm wi th two weighting factor categories were
tes ted and eva 1 ua ted wi th a newly devised performance index.
The results obtained with one category of weight show the
efficiency of the algori thm under the proper select ion of noise
pat terns. Those wi th another ca tegory of we ight show robus tness
to this selection.
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TAßlE I EXPER I MENTAL CONDI Tl ONS

PD I C-31 7 F I CA-3D 1
Plant state Operat i ng P I Operat i ng P I

No mode Ob) (mi n) mode (%) (mi n)

1 Au t 0 300 2.0 Remo t e 150 1. 0

2 Au to 350 2.0 Remo te 150 1. 0

3 Au t 0 400 2.0 Remo te 150 1. 0

4 Ma n ua I - - Remo t e 150 0.2

5 Ma nu a I - -. Remo te 50 2.0

6 Ma n u a I - - Remo te 150 1. 0

7 Ma n ua I - - Remo t e 150 0.5

Controller transfer functi on i 5 given by 100 (1 +-.)PI.s
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TABLE I VERIFICATION TEST CONDITIONS

Tes t cond ¡ti on Number of vectors Number of vec tor
Na (Case in TABLE lD components

TC-1 1 6 (Case 1 ) 1 0

TC-2 1 0 (Case 2) 1 0

TC-3 4 (Case 3) 1 0

TC-4 1 0 (Case 2) 2 0

TC-5 1 0 (Case 2) 30
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Fig.5 APSDs of feedwater flow rate
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Abstract

In the framework of the i Project of Reprocessing and Waste Treatment i

of the Karlsruhe Nuclear Research Center, some time ago an activity has

been initiated, the aim of which is to detect in time disturbances of pro-

duction processes of nuclear installations wi th the help of process-signal

analysis.

In this paper, the present state of this activity is described. First-

ly, the basic approach will be discussed: by means of appropriate process

models it is demonstrated which behaviour of the process will lead to which

signals; vice versa, the investigations of these signals by decision theore-

tical methods will provide information on possible disturbances of the proc-

eSSe Secondly, the influence of process variations on the decision procedure

will be discussed in some detail.

Implementation of this procedure in the GWK reprocessing plant, Karls-

ruhe, is underway.
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1. Introduction

The control of complex processes demands for careful observation as well

as comprehensive plant experience. Especially for the large German facility

scheduled for the reprocessing of spent nuclear fuel these requirements will

become a prerequisi te. Therefore, i t seemed to be meaningful to study meth-

ods and to propose tools which possibly support these objectives, using the

GWK reprocessing plant for demonstration. Of course, besides tackling safety

requirements these studies pursue an increase of the availabili ty of the fa-

cility.

As to similar demands related to nuclear power plants considerable ef-

fort has been spent for a long time. For example, the Halden Program /1/, /2/

represents a well known investigation in this direction. However, compared

with the conditions encountered at reactor stations the process behaviour at

a reprocessing facility is quite different. Just for illustration it might

be mentioned that reprocessing is essentially related to chemical procedures

which, in case of anomalous behaviour, leave more time for counteraction com-

pared to a similar situation at a nuclear reactor.

This investigation was confined to the anomalous process behaviour in-

duced by hydraulic disturbances in the so-called '2. uranium cycle'; it

should be po in ted out that this analysis might be applied in general.

2. Anomalous hydraulic states in the 2. uranium cycle of the GWK reprocess-

ing plant

As demonstrated in Figure 1 the 2. uranium cycle represents an essential

part of that process branch responsible for the purification of the uranium

product. A more detailed description of this cycle displays Figure 2: In the

mixer-settler '2D' the uranium is transferred from the 2DF-stream (aqueous

solution) to the 2DX-stream (organic solution); the fission products remain

in the stream while entering the container '42.01.1/2' as the 2DW-stream. In

the mixer-settler '2E' the uranium is transferred back into the aqueous solu-

tion (2EU-stream). As indicated, the fluids are usually transferred by air-

lifts, for example the 2DF-stream is transferred from the container '41.11'

to the mixer-settler '2D' through the airlifts Al13 and A131.
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NUCLEAR FUEL

1. EXTRACTION

. CVCLE

2. URANIUM 2.PLUTONIUM
CY CLE C Y C L E

SILICA GEL
ION EX CHANGERCOLUM N

URANIUM WASTE PLUTONIUM

Fig. 1: Main process uni ts of the WAK reprocessing plant

Fig. 2: The 2. uranium cycle of the WAK reprocessing plant
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To control the liquid transfers, the change in terms of time of the

container filling levels - recorded by dip tubes - is mainly used. In cer-

ta in pipes the liquid flow can be measured directly; furthermore , the air

flow of the airlifts and the level between the aqueous and organic solutions

in the mixer-settlers can be observed.

The process state illustrated in Figure 3 will serve as an example for

the mathematical analysis: If the transfer of the 2DW-stream is disturbed,

the liquid level in the container 42.01.1/2 will vary less than it should.

Furthermore, the separating layer in the mixer-settler '2D' will be in-

creased until the level is reached of the point where the 2DK-stream leaves

the mixer-settler. Then, together with the 2DKW-stream, that part of the DW-

stream will also leave the mixer-settler, which cannot enter the container

42.01.1 because of the disturbance. The consequence is that the variation

of the liquid level in the container 47.14 is greater than it should be.

M I X E R

SETTLER

2D W

H NO

SEPARATING
LAVER

2 D KW

KEROSINE

Fig. 3: Process section of the 2. uranium cycle used for mathematical

analysis

Due to the restricted measurement devices available at the time being,

three types of information can be used to diagnose disturbances : the varia-
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tions of the liquid levels in the containers 42.01.1 and 47.14, and the posi-

tion of the separating layer - the latter will be an indication of the beg in-
ning of a disturbance, expressed by a steadily increasing change from its

regular position.

Due to tecnnical circumstances this disturbance may have three causes:

either a wrong adjustment of the air pressure, which influences the flow rate

of the 2DW-stream, or a blocking of either the outlet of the mixer-settler

i 2D' or of the airlift 141/151.

If the operator in the Central Control Room recognizes that the signals

deviate fram their nominal values, and he, consequently, has to decide whether

or not he shall take an action, he must take into account two aspects:

The signals could deviate from their nominal values just because of meas-

urement errors or process fluctuations not involving difficulties; thus,

a shutdown would be false (' error of the first kind i) and reduce the

availability of the plant.

Because of this possibility of a false alarm the operator could hesitate

and take no action, even if there were a disturbance (' error of the second

kind') ¡ too late an action, however, would cause major technical difficul-

ties and again reduce the availabili ty of the plant.

Therefore, the problem arises to choose appropriate significance thresh-

olds for signal deviations from their nominal values, above which the opera-

tor has to take an action. These thresholds are determined by the choice of

appropriate false alarm probabilities which, ultimately, must be determined

wi th the help of availability considerations. A schematical representation of

these relations is given in Figure 4.

3. Mathematical Analysis

The following presentation of the mathematical analysis has to be rela-

tively short¡ the interested reader will find further details in /3/.

Let us make the following assumptions:

i) The 2DF-stream has a fixed value and must not be checked at all.
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CORRECTION ~ PROCESS MEASUREMENT

DIAGNOSIS
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1
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DECISION

r

PROBABILITV OF ERROR

I

AVAILABILITV

Fig. 4: Procedural model for the early detection of anomalous process states

ii) The 2DW-stream can be disturbed, it can, however, not be checked direct-

ly; a decrease of 2DW leads to an increase of 2DKW by the value ó.

iii) The 2DK-stream now called Xi, is subject to process variations which

are, however, not considered to be disturbances ; we write
Xi := 2DK = ~DK+eDK+d

where ~DK is the nominal value, eDK the measurement error and d the proc-

ess variation, furthermore

2var (eDK) =: 0DK ' var (d) 2
=: 0p cov (eDK,d) o .

i v) A process variation of 2DK influences directly 2DKW, now called X2, we

write for the normal state (nuii hypothesis HO)'

X2 : = 2DKW = ~DKW +eDKW +d under HO .

A decrease of the true value of 2DW by the value ó leads to an increase

of the true value of 2DKW by the same value ~ (aiterntive hypothesis

Hi)

X2 .- 2DKW
~DKW +~+eDKW +d under Hi .
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In both cases we wri te

2var(eOKW) =: aOKW' cov(eOKW,d) = 0 .

v) The position of the separating layer LT, now called X3, is proportional-

ly influenced by process variations. We write for the normal state

x = ~ +e +a.d under3 LT LT HO .

Furthermore, we assume that in ca se 20KW is increased by ö, X3 in-

creases proportionally:

x = ~ +b'ö+e+a.d under3 LT H1 .

In both cases we wri te

var (eLT)
2

=: aLT cov(eLT,d) = 0 .

vi) The random variables eOK' eOKW' eLT and d are normally distributed with

zero expectation values and known variances.

From these assumptions we immediately get the following expressions for

the joint densities fi (~), i=O,l, of the random vector ~'=(Xi,X2,X3) under

the hypotheses HO and H1

f. (x)
i - = (2ir)

3

2. i i i
32 1 \-1.exp - 2(~-~i) '. ¿ . (~-~i) i=O,l

=

where the aovarianae matrix I is gi ven by

2
a1 P12aia2

L
2= P12a1a2 a2

P13a1a3 P23a2a3
2a3

where the matrix elements are defined as follows

2 var (Xl) 2 2 cov (X1'X2) 2
a1 := aOK+ap , P12aia2 := ap

2
var (X2)

2 2 cov(X1,X3) 2
a2 := aOKW+ap P13a1a3 := a.ap

2
:= var(x3)

2 2 2
:= cov(X2,X3)

2
a3 = aLT+a .ap P23a2a3 a.ap

and where the expectation vectors ~., i=O,l, are given by-i
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H~ : = (~OK' ~OKW' ~LT)

~' := ~'+ß, 1':= (O,ß,b.ß)-1 -0 -
The optimal test in the sense of a guar an tee of the highest probability

of detecting a disturbance for a fixed false alarm probability is given by the

Neyman"Pearson test /4/. The critical region of this test, i.e., that region

of x-values which leads to an acceptance of the alternative hypothesis H1, is

defined by the set
f 1 (~)

1~= (x1,x2,x3): fo(~) ~Kl

where K has to be determined in such a way that the false alarm probability

does not exceed a given value.

The calculation gives - up to a constant factor - the following test

statistics
° 2. ° 3 . (0 3. (-p 12 +p 13 . P 23) +b. ° 2. (p 12 . P 23 -p 13) J . Xl +

2
+°1 . ° 3. (0 3. (l-p 13) +b. ° 2. (-p 2 3 +p 12. P 13) J . X2 +

2

+°1.°2.(°3' (-P23+P12.P13)+b.02. (l-P12) J.X3

which does not depend upon the value of 1', i.e., this test is a unifo~iy

most powerfui test.

Because of our assumptions this test statistics is a normally distributed

random variable; therefore, it principally would not be difficult to determine

the power of this test. As the determination of the variance, however, leads

to long algebraic forms, we will discuss here only the special case a=b=l

which in practice might be achieved by appropriate scale transformations.

Returning to the process related nomenclature, in this case the test sta-

tistics is reduced to222 222 2 22
-op. (OLT +OOKW) . 20K+oLT. (OOK +Op) . 20W+oOKW' (oOK +op) . LT ,

and the probability 1-ß to detect a disturbance 1' with a given false alarm

probabili ty a. is

I-ß = .~ 1'

2
°LT
2 2

°LT+oOKW

2

°OKW+

20p 2
2 2 .00K

0p+oOK

- U1_. ) ,
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where ~ (.) is the normal distribution function and U its inverse.

If the uncertainty of the posi tion of the separating layer is much

larger than the uncertainty of the measurement of 2DKW, i.e., if o~~~o;KW'

we get for the detection probability

1-ß !J
- U1_O).

20p 2
2 2 .0DK

0p+oDK

Now, as we have

var~uKW
0; y. 2

2 2. 2DK = ° DKW +
0p+oDK

20p 2
2 2.oDK

°DK+op

this means that the Neyman-Pearson test statistics is given by

2DKW-

20p

2 2' 2DK
0p+oDK

Furthermore , because of

2
2 °DKW+oDK

2
0p

2 for
°DKW+ °DK

=
2 2

0p+oDK
2 2

°DKW+op

2 2
°DKO:O:°p

2 2
°DK~~op

we get the following intuitive result:

i) In case the measurement error of 2DK is small compared to the process

variation, we use the difference 2DKW-2DK as test statistics, this way

the process variation is completely eliminated.

ii) In the opposite case simpiy 2DKW is taken as test statistics.

If the process variation is large compared to the measurement uncertain-
2 2

ty of 2DK, i.e., if 0p~~oDK' we get for the detection probability

!J - U )
1-0.

2
°LT 2 2
2 2 .0DKW+oDK

°LT+oDKW

which means that in this case the Neyman Pearson test statistics is given by
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2
O'LT

2 2 .2DKW+
O'LT+O'DKW

2
O'DKW

2 2 .LT
O'LT+O'DKW

- 2DK

It should be noted here that the Neyman Pearson test is, as already men-

tioned, the best test in the sense of the power of the test (probability of

detection), but that other test procedures might be preferred for practicai

reasons, e.g., one might be interested in performing separate tests for all

measurements, or one might prefer a sequential procedure /5/. We will not

present such alternatives, but discuss in which way the value of the false

alarm probability can be determined with the help of avaiiabiiity considera-

tions.

Let us assume that the test is performed at equidistant time points, and

furthermore, that at such a time point the process is disturbed in the way

described above with probability p. The losses in production time are in case

of a shut down

a if there is no disturbance,

b if there is a disturbance and action is taken, and

c if there is a disturbance and no action is taken,

here, we assume O~a~b~c. The expected loss in time then is

a.a+O. (1-0.)

b' (1-ß)+c.ß
if there is no disturbance

if there is a disturbance,

therefore, the (unconditioned) expected loss in time E (0.) is
E(a) = a.a' (l-p)+(b+(c-b) 'ß).p

As the derivative of ß with respect to 0. is a negative, monotonuously in-

creasing function of 0., there exists exactly one optimum value 0. with theopt
following properties:

i) 0. decreases with increasing a for fixed b, c and p: If the time lossopt
in case of a false alarm is large, then one should be careful wi th shut

downs.

.ti) 0. increases with increasing c-b for fixed a and p: If the time lossopt
in ca se of a not detected disturbance is relatively large, then one

should not hesitate to shut down the cycle.

iii) 0. t increases with increasing p for fixed a, band c: If the frequencyop
of disturbances is large, one should not hesitate to shut down the cycle.
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4. Numerical Illustration

For simplicity we only consider the case that the uncertainty of the

position of the separating layer is much larger than the measurement uncer-

tainties and the process variation. We assume

112DK 1 (t/hJ 2
O'DK .102 ((i/h) 2J

*
112DKW = 4 (t/hJ )

2
O'DKW .122 ((t/h) 2J

Experience shows that the process variation is of the order of 10 %, in

the following we consider the two cases 0';=.102 and .152 ((t/h)2J.

In Figure 5 the results of the determination of the power of the test as

l. 0
CHECKING OF

0.8

TEST (O'p=0.15)

0.6
~
a:

I..
0.4

O. .2

o
o O. 1 O. .2 O. .3 0.4 O r-. :;

ö

Fig. 5: Probability of detection as function of the disturbance ~ for a false

alarm rate a=O.l for different test procedures and for different

process variations

*) It should be noted that the 2DKW-stream alone has a lower value; this stream,
however, is measured together wi th three further Kerosine streams, which
leads to the value given.
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a function of the disturbance ß is shown: One can see in which way the process

variation influences the probability of detection and furthermore, how much

better the Neyman Pearson test procedure is compared to the test procedure

which is simply based on the 2DKW flow.

A difficulty with respect to the determination of the optimal values of

the false alarm probability is given by the fact that it depends upon the

value ß of the disturbance. For illustrative purposes we assume
2 2 2 2 2 2

ß =oDKW+Op. 0DK/ (Op +ODK)' and furthermore a=l resp. 2(hJ, b=6(hJ and c=12(hJ.

The result of the calculation is shown in Figure 6 which approves the quali-

tative discussion given before.

0.7 5

0.50

""""","

// 0.2",,
",..'.._--,'

E (a)
0=1

0.25

o 0,25 0,50

a

Fig. 6: Dependence of the expected loss in time E(a) on the. false alarm proba-

bi li ty wi th the parameter · a' (loss in production time in ca se of shut-

down if there is no disturbance)

5. Present status of the study

As already mentioned, for the 2. uranium cycle the anomalous process

behaviour induced by hydraulic disturbances has been investigated and thereby
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also single-stage decisions required for the control were identified. For the

time being the formalism related to these decisions has been documented as a

computer program. The program has been implemented on a Varian computer and

it has been tested by simulation of the signals to be expected from the meas-

urement instruments of this cycle. At the beginning of the next year first

results are expected to be obtained during routine operation at the WAK re-

processing plant. To assist the operators, the information derived from the

statistical treatment of the process signals is displayed in a condensed pat-

tern; it should be noted that the computer has no access to switching process

equipment.

In the future the analysis will be ~xtended to include further cycles and

the anomalous behaviour induced by disturbances , different from the hydraulic

ones. The theoretical model has to be expanded to cover multi-stage decisions.

Finally, the interdependency of the different process cycles should be taken

into account.
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ABSTRACT

Operator assistance is more and more provided by computers.

Computers contain programs , whose quali ty should be above a

certain level, before they are allowed to be used in reactor

control rooms. Several possibili ties for gaining software

reliabili ty figures are discussed in this paper.

By supervising the testing procedure of a program, one can

estimate the number of remaining programming errors. Such an

estimation, however, is not very accurate .

Wi th mathematical proving procedures one can gain some knowlèdge

on program properties. Such proving procedures are important for

the verification of general WHILE-Ioops, which tend to be error

prone.

The program analysis decomposes a program into its parts. First

the program structure is made vi~ible, which includes the data

movements and the control flow. From this analysis test cases

can be derived that lead to a complete test. Program analysis

can be done by hand or automatically.

A statistical program test normally requires a large number of

test runs. This number is diminished if details concerning both

the program to be tested or i ts use are known in advance.
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1 .. INTRODUCTTON

The development of computer programs is an error prone

process. This is well-known since a fairly long time, but

it was only recently that quantitative estimates on the

number of errors to be expected in a particular part of code

have been provided. Based on observations and programs from

different authors, Ottenstein, Schneider and Halstead recently

published a theory on the number of bugs to be expected in a

program part. See reference /1/.

In the future part of the information for the reactor operator

will be preprocessed by computer software. It is desirable, to

have not only an intuitive confidence in the correctness of

these preprocessing programs , but to know quanti tavely how many

prograrning errors are still residual or what the probability

of a program failure during plant operation really is. Such

figures are important above all, if these programs have to be

licensed. As a rule one will try to decide whether a program is

error free or not. As we will see later, such adecision is not

feasable in all cases; in some cases i t is feasable, connected

at the expense of excessi ve cost. So, in many cases we' 11 con-

tent ourselves with a probability statement, saying, for instance

the probability of a program failure per run is smaller than
IV
P ; or

the number of probably still present bugs in the program is
..smaller than € .

The paper will gi ve an overview on methods, that lead to the

intended statements.

Before we go into details, we have to say some words on termi-

nology. Understandably, the interest in software quali ty in

general and in software reliabili ty in particular increases

throughout the world. So far, however, no general solution of

the problem has been reached. But several institutions and

commi ttees are dealing with this subject and are trying to

establish rules and to fix a reasonable terminology. This

terminology normally is based on the already existing theory
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of hardware-reliabili ty. In the following, we use the terms

as they have been proposed by the technical commi ttee "Safety

and Security" of the "European Workshop on Industrial Computer

Systems". The general understanding is that correctness or

failing of a program can only be determined against a formal

or informal functional requirements specification. Por the

following we always assume that such a specification exists.

That means, if we have derived functional properties of a

program, we are able to say, whether these properties are con-

sistent wi th the functional requirements; or, if we have made

a test, i t is always possible to decide unambiguously, whether

the received test result fits to the requirements.

Based on this, we define:

a program error is an inconsistency between the actual

program code and the correct program code.

a program failure occurs, if a program error is encountered

during program execution. The failure becomes obvious by

program output which is inconsistent wi th the specified

output for that particular case.

2. SUPERVISING THE DEBUGGING PROCEDURE

Towards the end of i ts development process every program is

debugged. During the debugging procedure the still residual

errors are, hopefully completely, removed. In the course of

this procedure the numer of errors is diminished, if no new

errors are introduced by removing old ones. As a rule, one

can assumethat an arbi trary program has less errors at the

end of the debugging procedure, than at i ts begin~ing.
Several authors derived mathematical models on the diminishing

of the number of errors in the course of this procedure.

Several kinds of detailed assumptions on the debugging process

are feasable. The ul timately gained formulas depend on these

assumptions and vary widely as weIl in their form as in their

applicabili ty. Some of these models for instance lead to the

expected value of the number of still remaining programing

errors; others to an expectation for the mean time between
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two program failures during real operation (See fig. 1).

It is not the intention of this paper, to go into details

on this subject. The interested reader is referred to publi-

cations /2,3,4,6,7,8,20,21/.

The models are weIl sui ted for estimating the time still

necessary to end the debugging process. They are also sui table
to get a figure for the expected cost before the program can

be delivered. They have, however, the following shortcomings

in common

the model parameters can be evaluated only relatively

unprecisely;

therefore the resul ts to be gained are not too accurate ;

most models fail, if no failures are encountered;

many debugging procedures do not proceed, as assumed. In

particular this is the case if towards the end of the de-

bugging process a large number of errors still has to be

removed.

Due to these reasons, these kinds of models are not sufficient

for evaluating high reliability standards. The author' s intui-

tive assumption is that the failure probabilities per demand

which can be veryfied by means of these models will not be

below 10-2 or 10-3. In most cases, these figures are insufficient.

They, however, might be sufficient, if the investigated program

is only apart of a system, in particular, if there exists an

addi tional diverse program which fulfills the same tasks. In

this particular case the total system may guarantee relatively

safe operation characteristics, by using unreliable components.

Safety then is gained at the expense of availabili ty - if we

restriet our considerations to simple systems. Should then

availabili ty aspects dominate, we believe that supervising the
debugging procedure alone is not sufficient for guaranteeing

reliabili ty figures as they have to be required for software in

nuclear power plants.
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number, (different

scales)

begin of model

applicabili ty

remaining errorsr---¡I I
i-~_.J L__..i "errors Li-.__.. " ---:__..- _J found per time uni t L. - -"- _ _"\_

debugging time or
number of test runs

Fig. 1: Supervision of the debugging process, reliability

growth models

The models are to be used for larger systems. Starting from

the begin of integration testing the number of found and re-

moved bugs is recorded. Normally this number increases for a

certain time and becomes gradually smaller later. Some models

estimate the number of still remaining errors, others estimate

the program MTBF during operation. The models normally are

applicable from the time on where the number of detected and

removed errors per time uni t decreases. In some models the time

steps vary. Some even assume a certain probability for intro-

ducing new errors during the removal of old ones.

/
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3. STATISTICAL PROGRA TEST

Since the statistics to be gained from the debugging process

of a program turns out to be insufficient for adequate relia-

bili ty predictions in most cases, i t is interesting to look

for other statistical methods in order to acquire the necessary

reliability figures. In this chapter, we assume to have a com-

pletely debugged program, and we intend to make a statistical

test wi th this program.

As already mentioned in the introduction and in the previous

chapter, we basically have two goals, we can aim at:

- the failure probability per demand

or

- to find an estimated value for the still present bugs.

If we aim at the first figure, our test will be organized such

that it offers input data to the test object with the same dis-

tribution as they are supposed to come during on-line operation.

If we are interested in the number of potentially remaining

bugs in the program, our test will touch all program parts with

the same probability. In the first case i t is indispensable to

have a detailed knowledge on the demand distribution during on-

line operation. If our knowledge on this distribution is not

exact, i t certainly is feasable to construct a test according to

that knowledge; i twill, however, lead to more or less inaccurate

resul ts and presumably require a larger number of test cases than

in that ca se where the detailed knowledge exists. The same applies

in a similar way to the test according to the errors in the pro-

gram: In order to construct such a test, we need to. know how the

individual program parts are to be reached by the program counter,

how we can induce particular data movements or arrange that

specific memory locations are used. Therefore it is helpful and,

to a certain degree necessary, to have a detailed knowledge on

the internals of the test obj ect. How such a knowledge can ge

gained, will be discussed later in this paper.
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The number of required independent test cases can be calcu-

lated from the theory of statistics. Since we assume to have

a completely, or nearly completely debugged program, we can

use the Poisson distribution. If our intended resul t is:
With a level of confidence of 95% the failure probability

per demand is smaller than 10 -k , then the number of

necessary test cases equals

n ~ 3 . 10k.95

The same number of test cases is required, if we want to

show with this level of confidence that the probability

to have a programming error left in the code is smaller

than 10- k. I f the level of conf idence should be 99%, the

number of test runs we need is

n9 9 ~ 4, 6 . 1 ok .

These figures apply, if no failure occured.

If we know about the relationship between the demands to the

program from the nuclear reactor and the frequency of the use

cf particular program parts or data areas that is connected

wi th these demands, we are able to convert a figure gained from

one of the above mentioned tests into the respective figure

of the other test. This applies in particular, if our test

could not consider the entire program, but was structured accor-

ding to the theory of stratified samples.

n probabili ty to touch each of the,4000 items

50 000 1 - 1 ,49 . 10-2 + 1 ,10 . 10-4 -

75 000 1 - 2,87 . 10-5 + 4 . 10-10_

100 000 1 - 5,54 . 10-8 + 1 ,52 · 10-15_

200 000 1 - 7,66 .10-19+ 2,9 . 10-37_

Table 1 Probability to check 4000 distinct items in the

course of n test runs.



- 654 -

Another kind of statistical approach deals with the following

question :

What is the probability that all demands that can

potentially come from the technical process, have been

applied to the program?

or

What is the probability that each program property has

been touched at least once through our statistical test?

An answer to this question is given in table 1 for a particu-

lar number of i tems. In our case, these i tems can ei ther be
program properties or demands coming from the technical process.

A necessary prerequisite is that the test ensures that all of

these 4000 distinct i tems are touched wi th the same probability.

It is not difficul t, to construct a test where these i tems are

the demands from the technical process; if, however, these i tems

are particular program properties, i t is not easy, to fulfill

the prerequisi te. Then the number of test cases should be

estimated, where the prerequisi te is fulfilled. Only these

should be counted for n.

Por the program to be used for operator information or in the

man-machine- interface, i t is not very probable that one can

make efficient use of the last consideration. This is because

the number of potential reactions of the technical process and

the number of program properties which treat these demands as

weIl, are qui te large. But in most cases i twill be useful to

apply statistical tests for certain kinds of demands or to

specific program parts. Details concerning this kind of tests

have been published in references /30,31,32/.

4. SYSTEMATIC TEST

In the two preceeding chapters we have seen that statistical

methods' need a considerable amount of effort in order to show

whether the required reliabili ty figures have been met. Here,
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we discuss whether systematic methods are superior either

in terms of resul ts or of overall cost.

The first systematic means to be employed is a careful prove-

reading of the produced code. This prove-reading checks:

has the documentation the appropriate form?

does the contents of the documents reveal any discrepancies

to the required functions?

have the agreed programming and coding standards been met?

As is known from personal experience and from the literature

as weIl /29/ this can reveal a lot of errors. Also to explain

the function of a particular piece of code to another person

can lead to the detection of many programming errors. For

reactor software one will certainly use this possibili ty.

Further checks are connected wi th specific kinds of tests,

for instance:

test of all explici tly specified requirements;

test of the major part of the assumed cases of plant

behaviour;

test of all cri tical time condi tions;

\

execute each are of the program graph at least once;

execute each reference to each memory location at least once;

execute the maximum number of loop repeti tions;

execute all ari thmetically cri tical mappings at all cri tical

points;
check whether the boundaries of the different subareas of the

input domain are posi tioned correctly.

In order to be able to perform such kind of tests i t is

necessary to know details about the internals of the program.

These details can be gained by careful analysis.
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5. PROGRAM ANALYSIS

Program analysis can be made manually or automatically. If

it is done automatically aprerequisite is that the relevant

analyser accepts the used programming language. Normally,

analysers are designed for high level languages, see for in-

stance references /23,24,25,26,27,28/. In reference /22/ an

automatie aid for analysing a specific kind of assembler pro-

grams is described.

Program analyses can aim to answer one or more of the

following questions :

a. ) Did the already executed test cases perform a complete

test, such that no errors are left?

b. ) What is the minimal number of necessary test cases in

order to get a complete test and how are these test runs

to be arranged?

c. ) Does the program , or do parts of the program implement

specified requirements and can one show this without test?

The analysis uses a mixture of decomposi tion of the code,

formal proofs and tests in order to get the required knowledge

about the consistency of a program wi th i ts functional require-

ments. In most cases the resul t of the analysis are test con-

ditions that must be offered to the program. In other cases

the analysis may reveal by itself structures that can be com-

pared with the requirement specification. This is only possible

if the specification is provided in a sui table form and suf-

ficiently detailed.

By investigating the branching condi tions in the program and

evaluating the revers functions of the mappings that lead to

the values of data which influence branchings, it is possible

to determine which set of input condi tions leads to which path.

Having received this, one can ei ther select a sui table number of

inputs related to one specific path and execute that path in

reali ty, or one can execpte that path symbolically. It is dis-

cussed to perform that symbolic execution by automated tools,

see e.g. /34,35/.
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Example of a program analysis: Begin of the manual

analysis and finally resul ting test cases for code

lines 19 to 26, from /17/.

Fig. 2a:
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REAN012

:straight ¡¡nes accoroi"rJ 10 (3,f)
,

x teit points

IsNA8

"0 r.acno"

REANU3
Processing of REAN012 and REANU3

Fig. 2b: Example of a

program analysis:

resul ting test cases

for code lines 27

to 50

REANO 12 l REANO 1 2 ~ REAN012
TAGWA10 TAGWA9 ~ TAGWA8

0
1 0
1 1 0
1 1 1

A particular problem wi th automatie program analysers is

the understandability of their output. Some of these tools

provide a large amount of data, that come out in form of in-

equali ties or logical expressions . It is qui te difficul t to

interpret this output correctly and to associate with it a

meaning in relation to the program specification. Here some

addi tional manual work is necessary as a rule. Recently, how-
ever, particular effort is taken to make the output easy to

understand .

The reader, who is interested in details on the theory of

testing and program analysis is referred to the papers /16,17,

19/. /17/ and /19/ in particular also deal with manual analysis

of programs .
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6. PROOF TEC I1IQUES

The systematic verification methods discussed so far do not

apply for general WHILE~loops or recursive procedures. This is,

because in these structures the resul t of one repetition may

be input of the next repetition. If such structures are used, i t
is more or less indispensable to employ mathematical proof

techniques. These techniques usually use the principle of indu-

ction. Normally the mathematical effort to be taken is conside-

rable. Perhaps this is the reason why this area has attracted a

lot of interest and has lead to a considerable number of publi-

cations. See for instance references /9.10,11,12,13,14,15/. The

methods deri ved and discussed, however, do not seem to be sui table
for use by the broad public. All the proof techniques require

full intuitive understanding of the programed problem and the

derivation of so calledloop-invariants or loop-assertions by

hand. Only apart of the proving effort itself can be automated.

Since human acti vi ties can not be avoided in essential parts, the

whole techniques are rather error prone. Therefore we hope that

software for nuclear power plants avoids structures which require

inducti ve proof s .

7. VALIDATION CONCEPT

if computers are being used to assist the operator of a nuclear

power plant, i t is reasonable to require a failure probability per

demand, which is less than the human failure probability. From past

investigations of human error rates we can estimate that programs

need failure probabilities per demand below 10-4 or 10-5. With the

experience gained so far, i t is very improbable that these figures

can be verified by means of supervising the debugging process alone.

Concerning statistical testing the number of necessary test runs

would be in the order of magnitude of 30 000 to 460 000. The cost

and effort invol ved in performing so many runs would be consider~

able. Therefore i t is rational to look for an appropriate synthesis

of the previously discussed methods.
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One should reasonably supervise the debugging process, try to

gain some estimates from this and perform some of the systematic

test efforts that are included in chapter 4. If an automatie tool

is available, one should try to make as much use of i t, as possi~le.

Having done this, one can decide which supplementary manual program

analysis and testing is feaslbl€ without too much effort. Having

executed this analysis and the related test cases, one should try

to find out, which portion of all possible demands to the program

or which portion of the code itself has been verified. Then, the

effort for statistical testing of the rest of the demands or the

rest of the code should be estimated. In many cases i t w111 turn

out that the remaining necessary verification work will not be too

large.
Last not least we point out that in most cases i t will not be
sufficient to rely very much on a burn-in phase or an on-line

testing phase of software during plant operation. As can be shown

by statistics¡ the probability to get sufficient confidence in the

correct program execution by a preliminary operation, is very low

and as a rule unsatisfactory. The burn-in phase may be indispens-

able for hard wired equipment, it can certainly also reveal soft-

ware errors, but i t usually will comprise only a very limi ted

amount of the possible plant demands. Therefore a more or less

formal validation procedure, preferably by independent persons, is

considered necessary. This opinion also reflects the current dis-

cussion in national and international computer s~fety commi ttees.

8 . CONCL US ION

Currently a lot of techniques for verifying and validating the

correctness of computer programs are available. None of these

techniques, however, is able to verify realistic programs wi th

minimal cost. In most cases minimum effort will be reached by a

sui table, problem depending, mixture of different techniques. In

the future automated testing tools will become dominant. For any

on-line reactor application it is considered important not only

to rely on intuitive understanding or on the ~esults of a pre-

liminary on-line test, but .to use a formal validation approach.
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1.

'INTRODUCTrON

The main tasks of the engineered safety systems /ESS /

of the WWR-440 type reactors are to cool the active zone

in the event of loss of coolant in the primary circuit, to

decrease the reactivity of the zone in this case, and to

reduce the pressure and temperature ampli tudes in the hermetic

rooms. To per form these tasks they have to ensure the flooding

of the active zone with cold boron containing water, to remove

its remanent heat, and to condensate the steam present in the

hermetic rooms by means of both water injection and steam

bubbling.

In compliance wi th the above listed tasks, functionally

the ESS' s can be devided into two main parts: the emergency

core cooling system and the pressure reduction system of hermetic

rooms. Both parts consist of passive and acti ve subsystems,

their availabili ty has periodically to be checked during the

normal operation of the nuclear power plant. The passive sub-

systems are checked during the annual shutdown period of the

reactors when their reloading having been finished, the active

subsystems may and have to be checked during the normal operation
of the plant, too. This can be performed by the appropriate

execution of the operating start-up instructions concerning these

systems, while the effectiveness of their checking can be

increased by computerized data processing.

In this paper a simple method resulting satisfactory

information for the operator to qualify the ESS's is presented.
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1. B'RIEF DESCRIP'TION 'OFTHE ACTIVE ESS"s' 'OF.. .. ..... . ..... .... . ¡ .
WWR-:4:4'O 'TYP :REAC TORS

The acti ve ESS' s of the WWER type reactors consist

of the high- and low-pressure emergency core cooling sub-

systems and of the spraying system of the hermetic rooms.

Their tipical block scheme is shown in Fig. 1. For. safety

reasons a triple redundancy per subsystems is customary. In

respect of the pipe connection, each of the subsystems con-

sists of a pump for different function /high-pressure, low-

pressure and spray pump/, a tank containing boric-acid so-

lution, and the closing-regulating fittings. The low-pressure

and injection pumps work to a common tank, the latter returning

the water accumulated on the floor of the hermetic rooms in a

closed system through heat-exhanger to the spraying-nozzle.

For filtering the readiactive iodine possibly present in the

hermetic rooms, various chemieals are added into the input of

the spray pump.

The subsystems of the acti ve ESS' s are in stand-by

condition in the course of the nominal operation of the power
plant and begin to work only in the case of disturbances . Their

operation is ini tiated from the pressure and water level of

the primary cooling circui t and from the pressure of the hermetic

rooms, resp. depending on various condi tions. Such condi tions
causing interaction may be for instance a 40-60 % reduction of

the water level of the pressurizer, 10-80% decrease of the

primary-circui t pressure or apressure increase of 10-15% in

the hermetic rooms.

The periodical checking of the subsystems of active

ESS' s during normal operation consists of astate control and

functional :control test. The state control can be performed

by means of local measurements and visual inspection only
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during the shutdown of the reactor, while the functional

tests can be performed during operation, too, periodically

by starting up of the subsystems. The latter is made possible

by the redundancy of the subsystems, the installation of

recirculating test-pipelines /dotted line in Fig.l/, and the

buil t-in instrumentation.

2. PRINCTPLE OF THE FUNCTlONALTESTING METHODS

2.1. Thepresenttest'ing' methods

In compliance wi th the present operating instructions

the functional tests of the acti ve ESS' s are performed

manually by the operators. The manual activity concerns partly

the starting-up of the pumps through the recirculating test-

pipes and partly the evaluation of the data measured by the

instruments in the control room. The evaluation covers the

limit-value checking in the traditional sense and the deter-

mination of several dynamic characteristics, e.g. the time

needed for reaching the load condition. Practically the limit-

value checks mean the examination whether the measured para-

meters lie in the permisibble operating ranges round the

theoretical working point determined by the static character-

istic curves of the equipments / see Fig. 2/ a. / .

The theora tical hydraulic working point of the testing

water loops P (QT' HT) is determined by the static character-

istics of the pump-motor unit /HpM = f (QPM) / and the pipeline-

tank unit /HpT = F (QPT) /. The permissible operating range is

set up by the values ~ H and ~ Q, this has to cover the actual-

ly measured working point P (QM' HM). Inthis ca se the qual-

ification of the system is CORRECT, else INCORRCT. The qual-

ification is performed by the instruments located in the con-

trol room by using the adjusted threashold-level.s and by giving

warning signals for the operators.
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In the case of the qualification SATISFACTORY,

the sensitivity of judgment can further be refined by

taking the measuring errors into account. In this case

the operating range loaded by the measuring errors of

Å HM and ~ QM has to be produced wi th i ts limits being

as follows:

QM - AQ
M L Q L. QM + Å QM

HM - AH
M

¿ H ~ H...
J.¿ + ÂHM

If the actual operating range thus formed lies

fully in the permissible operating range of

HT - ÂH ~ H .c HT + .4 H

QT - AQ ~ Q ~ QT + Â Q

the result of the qualification is CORRCT, else ACCEPTABLE.

At present this is judged on the basis of the measurement

results by the operators, manually /Fig. 2/b./

2.2. Principle of the suggested computer-based method

According to the present practice, the checking

of the subsystems of active ESS's refers to the global func-

tional qualification of all technological equigment in the

testing loop. With the fact taken into consideration, that

in a power plant uni t 3 to 9 subsystems dependent on redun-

dancy are built in, in the course of the periodic checking

considerable manual work is incument on the operators. The

development and increase in capacity of .the computer-aided

plant-control systems has made possible to release the oper-

ators from the mechanical part of the evaluating work and to

further refine the criteria of the functional judgement.
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So far, the permissible limit values of the measured

parameters have been considered to be constant in the full

operating range /threashold limits set on indicating instrument/.

If, with the pssumption of computer-aided evaluation, the per-

missible operating range is determined wi th the help of the

static characteristic curves of the equipments, qualification

criteria of a more sensitive nature with a better adaptability

to the changing operating circumstances but still simple in their

formula tion can be set up. The basic idea of the method has been

well known (1, 2). The process supposes that instead of the

theoretical characteristics of the equipment a band of charac-

teristics is given which includes in implicit form the permissible

parameter deviations. The permissible operating range is cut out

by the bands of characteristics of equipments being in func-

tional relation with each other. A disadvantage of the method.

is that the comparison of the actual working-point ranges loaded

by measuring errors and the permissible working-point ranges

confined by curves requires a rather complicate evaluation

/ see Fig. 3 . / .

2. The permissible working-point range is determined by the

permissible band of characteristic curves and by the axes

of abscissas and ordinates at the two sides, respectively.

The features of the suggested, simplified method are

the following:

1. Checking using the bands of characteristics of the equip-
ments being in functional interrelation is performed in-

dividually and independently from each other. The qual-

ification is carried out by investigating whether the

measured working-point or rather its range determined by

the measurernent errors is located entirely or partially

inside or outside thepermissible working-point range.
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3. The qualification takes placè by comparing the

permissible and the actual operating ranges of the

equipments. This may be CORRECT ,ACCEPTABLE, or

INCORRECT depending on whether the measured opera-

ting range lies fully or partially in the permissible

range, or the measured working point is located o~t-

side the bands, resp.

For the subsystems of the acti ve ESS' s the state of

the pipeline-tank uni t pertaining to the testing loop

/ leakage, blockage / and the functional operation of the

pump-motor uni t can be checked wi th the suggested method.

The determination of the input data of the computerized

process in indicated in Fig. 4 and the individual steps

of the qualifying algori thm are contained in Fig. 6.

4. The qualification of the entire functional system is

CORRECT, if the function of all the equipments is

CORRECT, and it is INCORRECT, if the operation of any

or several equipments is INCORRCT. In other cases the

qualification is ACCEPTABLE.

The process of the system qualification for the sub-

systems of the active ESS' s is illustrated by Fig. 5.

3. ROLE OF THE OPERATORS DURING THE .FUNCTIONAL CHECKING

In every phase of the suggested computer-based checking

method the operators have significant role:

START-UP MEASUREMENT - The selection of the safety subsys-

tem to be examined, the swi tch over of the pump to the testing

loop, and its starting are performed by the operators. The

measurement takes place automatièally wi th a cycle time deter-

mined by the computer. According to the present condi tion, the

water flow rate in the testing loop is indicated only by the

instruments in the control room, the suggested method makes

their cOhnection to the computer necessary. The primary pro-

cessing of the data, as averaging, credibility test, etc., is

performed by the computer automatically.
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. EVALUATION The secondary evaluation of the measurement
data, the qualification of the active ESS's sub-

systems are accomplished by the computer under the

surveillance of the operator. For these purposes

an interactive display should be made available to thè

operator, on which the evaluation is started, the results

appear, and through which interactions into the process

of analysis can be made. The operator interactions into

the evaluation process represent answers given to the

questions put by the computer. Thus, the operator has a

dynamic chance to choose among

- system examination with constant limit values

/ tradi tional method, see rig. 21 ,

- equipment arid system examination, resp., on the basis

of dynamically changing limit values 1 characteristics
curve method, see Figs 4 and 5/, and

- repeating the evaluation several times.

The repeatability of the evaluation using various cri teria
is also useful because thus the operators may ascertain

the correctness of the signals obtained in the control

room and can solve the inconsistency between the results

obtained with the two methods.

. "DISPlìAY - The resul ts can be displayed alphanumerically or

graphically in the course or at the end of the evaluation

in the form chosen by the operator. If alphanumerical

display is chosen, first the identifier of the qualified

system or equipment and the result of the qualification

are displayed, while, if further informations are required,

also the method of examination Ifixed or dynamic limit

values/ and the measured and/or permissible parameter

values can be displayed. Essentially, the graphie dis-

play corresponds to Figs. 2 through 4.
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"INTERACTION - Beyond the interaction into the proèess

of evaluation, in dependence from the result obtained,

the operator switches back the tested active ESS sub-

system in operational stand -by condition ICORRCT I

or passes i t for repair I INCORRECT I or may impose

increased checking frequency and attention, resp., on

the same 1 ACCEPTABLE I .

The block diagram of the complex process of

functional examination and the description of the

secondary evaluation on flow-diagram level are contained

in Figs 7 and 8.

4 . 'APP:LICABTLITY :AND 'ADVANAGES (DISADVANAGES OFTHE"ø;.:: ,....
SUGGESTED 'MEOD

The scope of application of the suggested method

may cover the followings:

- the global qualification of the functional operation

and state of the active ESS subsystems and their com-

ponents at a given w~rking point. If the qualification

is performed for several working points, within the

limi ts determined by the testing loop a simple and
quick proving and verifying of the static charac-

teristics is made possible,

- the m~thod is primarily suggested for facili tating
the operational work of the personnel, fór periodic

examinations on process control computers. Beside

this, however, the method can also be realized on

automatie da ta acquisition systems or on big data

processing computers during start-up measurements, too.

- The conditions and limitations of the applicability

are the followings:
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- for the evaluation the accurate measurement of the

parameters determining the operational working-point

range is necessary. Accuracy becomes a limitation of

applicabili ty if the measuring error is comparable wi th

the band width of the permissible working-point range,

i.e. 2x.~:fHM ~ Hmax 'H. and 2x Å QM ;. 0 -0. . min -max -min,
resp.

- the static characteristic-bands of equipments occurs as

input data, their determination is one of the greatest

problems in practice. In ideal cases these are determined

by the planning or manufacturing company. In other cases

their determination forms the task of the personnel putting

the system into operation or operating i t on the basis of
technical and safety considerations. For example, if the

dependence of the characteristic curves on RPM Inl is known,

i.e~ HpM = f (QPM i n), also the fluctuation of n sets out

a band, which may be used,

- in the course of evaluation it was assumed, that the rate

of change of characteristic curves possessing local maximum

or minimum values round the local point isn' t too big.

Otherwise it may happen, that the nodes of a working-point

range are located inside the permi~sible band of curves,

however, some of i ts parts may be placed outside the band

and thus the results of evaluation may be incorrect.

As a sumary i t may be stated that the suggested computer-based

method has considerable advantages in comparison to the tradi tional

maunal system-tests. These advantages manifest themselves primarily

in the enlargement of the scope of checking I system-equipment exami-

nation, consideration of fixed-dynamic limit values/, in the quality

change of display I alphanumerical, graphical concentrated display
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of the results/, in raising the work of the operators to a
high er level I interactive control instead of manual calculation/.

It should be noted, however, that be fore introducing the method

a more detailed a-priori know-ledge of the active secondary

safety systems I exact determination of the characteristic-bands,

valuation of the accuracy and scope of the measuring systemI

is necessary.
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QfijHM - Measured set point value
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E.S. Patterson, L. Felkel

SUMMRY OF SESSION VI

Session VI of the specialists' meeting was devoted to "Man-

machine Communication". Seven papers were presented, each of

which viewed the man-machine communication problem in nuclear

power plants from a different angle. As was pointed out in most

of the contributions, the problems arising wi th man-machine

communication are not at all new. However, the application of

colour cathode ray tubes will change the out look of future control

rooms considerably. The use of process computers for preprocessing

plant data and providing diagnostic tools mayaIso have some im-

pact on the role of the operator in modern control room concepts.

The first paper in this session, which was presented by Mssrs.

Martin and Grensernann dealt wi th the construction of systems being

ul timately used together wi th colour cathode ray tubes. It ex-

plici tly showed how tools have been developed for simplifying the

construction of plant diagrams supplemented with on-line data

from the process. The process of designing a system wi th the
presented tools, was outlined as opposed to the conventional way

such a system is designed, and its advantages were shown.

The next paper was given by Mr. Frischenschlager . The paper de-
scribed an analytical method to classify alarms and status indi-

cations, in general the process and control system data, into

different relevant groups according to activity characteristics

and responsibili tes of the control room personell. ~lso here

colour CRT' s have been used for displaying the alarms and status

indications, the classification of the alarms being denoted by

different colours.
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Mr. BjØrlo presented re cent developments in the field of operator

supporting systems and procedures at the OECD Halden Reactor

Project. Again it was pointed out that colour cathode ray tubes

are considered to be a very good tool for displaying information

from the process in a comprehensive way. It was also emphasized

that a variety of systems supporting the operator (among then the

disturbance artalysis system and the core surveillance system)

need integration in an advanced control room concept. Such an ad-
vanced concept was proposed and exists as an experimental facili ty

at the Halden Project.

Mr. Hunns approached the problem from a psychological point of view.

The paper outlined how mental models can be used to find out

psychological error mechanisms which account for many accidents.

A pratical test has been carried out and is described in the paper.

The experimental set-up for the measurement of operator performance

has already. been mentioned in Mr. BjØrlo i s paper. Mr. Netland now

described the experimental set-up in detail and how the measure-

ments of operator performance has been carried out. Factors are

described which are influencing the operator performance. The

paper also describes a simulator for a pressurized water reactor

which was used for performing the studies.

The paper by Mr. Goodstein was about wri tten procedures for the

operator. It describes the different problems arising wi th the

construction of procedures to achieve the desired goals. The paper

also shows how the procedural support can be computer-based.

The last paper in this session was presented by Mr. Decuyper

which described the operator process relation research for the

french plant of Creys-Mal ville. Also here i t was shown how colour

cathode ray tubes can be successfully utilized. The operators

have been subject to a special training program which also in-

cluded training on a simulator which could simulate incidental

or accidental situations.
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All the papers pointed out the applicabili ty of colour cathode

ray tubes for conveying the information needed by the operator in

due time. However, since the relations between man and machine

are utterly complex, the session showed that considerable efforts

have to be made in the next few years to obtain resul ts which are
readily applicable in nuclear power plant control rooms.
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E. S. Pa tterson
COMMENTS MADE AT THE IAEA/NPPCI SPECIALISTS' MEETING,

SESSION VI
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THE NEED FOR CRITERIA

AND PHILISOPHICAL DEVELOPMENT

FOR HUMAN FACTORS ACCOUNTABILITY

IN NUCLEAR POWER PLANTS

COMMNTS MADE AT THE IAEA/NPPCI

SPECIALISTS MEETING

SESSION 6

DECEMBER 7, 1979

MUNICH

by

E. S. PATTERSON

BABCOCK & WILCOX CO.

LYNCHBURG , VA., USA

SUMMY

The following is not a scientific paper 
but rather a commen-

tary for the purpose of identifying specific areas where there

is a serious need for cri teria and philosophical development

that will permi t designers to move. rapidly to ac count for
humanfactors in nuclear power plants. While only a few specific

problems are discussed, it is recognized that the need for

engineering criteria exists for a much broader range of human

behavioral problems.
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DISCUSSION

Recent events in the USA has created an atmosphere in

which many people feel that we must quickly improve the man-

machine interface to reduce the probability of operator

error in nuclear power plants and to improve the chances of

the operator having all of the important factors and controls

available in a form thatwill permit him to quickly identify

the state of the plant and correct any situation of safety

significance. The suaden demand to quickly solve human

factors problems has caused me to be concerned that we may

rush into implementing solutions before we fully understand

the full significance of what we are doing and fail to recog-

nize that specific solutions may raise new problems of human

behavior. In other words, before a proposed human engineering

solution is implemented, i ts full potential impact upon human

behavior should be assessedto make sure i t does not ini tiate
more problems than i t corrects. We need a weIl understood

philosophy to guide us in such matters and none exists today.

Design Approach

At this moment, there is no agreement on how the designer

should approach his task of accounting for human factors in

anuclear power plant. It is n~ suggestion that the starting
point should be an understanding of the human behavior of the

society that inhabi ts the nuclear power plant. This includes
an understanding of the plant organizations, the responsibili ty

and authority of each member of the society and in what way

each member of the society interacts wi th every other member

and in particular how these interactions may affect the

behavior of the people who are important to the safety of

the plant.
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. ,Operator

The designer mus.t completely understand what is expected
of the plant operator, his authori ty, and his function for

every operating state of the plant. I suggest that we need a

concensus agreement of what the operators function should be

together with an identification of the authority and support

he must have in order to properly execute his function.

Operator Response

We can design for two basic kinds of operator reaction

to a stimulus: (a) an operative conditioned reaction(l)

approximately reflexive, (b) a stop, think, analyze, apply

intellectual learning and form areaction plan, reaction.

If we choose to design for an operative condi tioned

response it means that at any time the stimuli occurs, the

operator will respond wi thout questioning the validi ty of

the stimuli and wi thout considering the logic or validi ty of

his actions. If the stimuli are in error or the condi tion

response incorrect, the operator will still perform . his con-

di tioned response wi th no pause to consider the validi ty of

what he is doingi if he doesn' t react in this manner, then

the operative conditioning process was faulty.

If we choose to design for a stop-analyze the problem

response we must accept the probability of faul ty reasoning

and the distracting effects of such things as stress and

confusion. On the positive side, if the original stimuli
are in error, or if the standard response is incorrect, there

is a good likelihood of the operatcr discovering the error

and ini tiating the correct response. Training the operator
to analy ze the problem before responding also increases the
probability for a correct response to an unthought of problem.
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There are clearly the elements of a dilemma here: wi th
operative conditioning, the response is assured but the instru-

mentation initiating the stimuli must not error, the predetermined

response must be the right one and all responses must be pre-

determined. Wi th a stop-analyze the problem philosophy, the
opportuni ty exists for the opera tor to discover and correct

for errors i however, the probability exists for stress and

other factors to impair the operators mental power. The

decision to ìnvoke one or the other of these philosophies of

operator response as the basis for a given design should not

be left to the individual designer. Therefore we should seek

a concensus agreement of when and to what extent we are going

to invoke operative conditioning asa design basis.

Operative Condi tioning

Operative conditioning works as long as the proper

response to a given stimuli results in a positive reward.

In this discussion, i t is assumed tha t the response to a false

stimuli, thought by the operator to be valid, will always in

some way result in a negative reward. Therefore,an operator

who is trained to respond in a specific manner to a specific

stimuli, an alarm or other indication, will fail to respond

correctly after the occurance of a certain number of false

alarms. If the alarm or indica ti on is in error a certain

number of times, the operator mày even ignore i t. Precisely

how many times stimuli may be' in error without affecting the

operators response is not weIl defined. We must agree upon

the frequency that can be toleranced in stimuli errors.

Assume that an alarm error occiirsfrequently enough

to crea te operator mistrust and possibly even cause the operator
to ignore it. Assume also it is now corrected and no longer

actuates in error. What must be done to restore the operators
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confidence and assure that he will once again respond in the

desired manner? We need an answer which we can all agree to.

. This is by no me ans. ~ satisfactorydiscussion of operati~e
conditioning and the eventsthat can occur in an operating

plant that may affect the operators conditioned response or

condition the operator to respond in an unintended manneri

however, I suggest that this phenomenon ofhuman behavior

should be thoroughly understood by every one working in

human factors accountabili ty.

Automation

It has been recognized for a long time that an extensive

use of automation will reduce the chance for human error and

the need for human skills. Automation reduces the need for

the operator, removes him from the process, and creates its

. own special problems not the least of which is operator

boredom. The assignment of meaningless keep-busy tasks on
the assumption that they will keep the operator alert is not

an answer and can lead to other behavioral problems. Before

we commit to a high level of automation, we should seek a

concensis solution for the boredom problem.

If the operators function, which we have not agreed to,

is to take manual control of the plant when the automatie

control systems fail (I consider protection systems automatie

control systems), then we must agree upon how many automatie

functions will absolutely be operable for any given state of

the plant. Remember that in a highly automated process the

operator will rapidly lose his manu~l operating skill from

simple disuse. This is no trivial problem and we must have

an agreed to concensus of what I .call, automation failure
criteria.
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Software Error

The technological power of computers has rapidly increased

since the May 1976 IAEA/NPPCI Specialists Meeting on the

Application of Computers in Protection and Control i however

the issues of 1976 centering upon the detection of software

errors are still wi th us. (I remind you that the primary

origin of software errors is human error.) Virtually no

progress has been made in proving that software errors abso-

lutely do or do not exist in a program. The rapidly rising

demand for the reduction in the probability for human error

cannot be met without the extensive use of computers for

control and safety related functions, therefore the software

error issues of 1976 must be quickly resolved if we are to

'significantly reduce human error.

Judgemen t Cr i ter ia

A device is proposed or designed to aid the operator and

reduce human error. How do we judge the meri ts of the device?
How do we measure whether or not i ts usage will sufficiently

reduce the probability of human error? Once accepted and

installed in a plant what kinds of problems arise when the

device fails at a critical time? The need for an acceptable

judgement criteria is clear.

Scope

While the operator has been the principal subject in

this discussion we must not overlook the fact that he is not

the only human who must routinely interface with the plant

machine. The maintenance personnel have their own human factors

problems as do the radiological health and security personneI.

To what extent should we apply human factors engineering to

the total nuclear plant? How far should we go? This is a

problem that again requires a concensus solution and criteria.
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CONCLUSION

Human factors accountability in .nuclear power plants

is a broad subject. Ifwe are to make rapid progress in

this field we need an extensive development of philosophy

and criteria to guide the designer in executing his task.

. It is suggested tha t werk to satisfy this need beg in by

considering the plant as a small society and applying our

knowledge of human behavior to allthe human activities

within the plant that may affect plant safety. This work

should then form the basis for the development of criteria

that can be understood and applied by the designer. The

technology for reducing human error, will be computer tech-

nologYi therefore, we must move quickly to resolve the

software error issues of 1976.
'-
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(l)NOTE: In this discussion, the author uses the terms

operative conditioning and conditioned response to refer to

the process whereby a human is trained to behave in a specific

predetermined manner, to take specific invariant physical

actions in response to specific stimuli. The assumption is

that the operative conditioned responsemay .be developed to

the level approaching a reflexive action eliminating any

chance for logic and reason to playapart in theresponse
process. It is recognized that to ~eeffective an operative

conditioned response must be followed by reinforcement, a

positive reward for the doer. The author is fullyaware of

the broader view of operative conditioning held by many

Behavioral Psychologists and apologizes for thi s narrow
approach.
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1 . INTRODUCTION

In particular in the area of nuclear power plant a new

approach is required to problems in the control engineering

resul ting from:

- fundamental reconsideration of the safety philosophy

- the long project implementation time-spans with changing

specifications.

It has been recognized that improvements in the field of

operator communication and control room engineering, will contri-

bute directly to the optimisation and safety of the plant.

These iIprovements are required firstly due to the ever in-

creasing quant i ties of data to be processed in the control
system and secondly to attain a fuller integration of the

operator into the control process.

The operator can be both the weakest link as weIl as the

strongest link in the control system depending ~n how he 1s

informed, wh at possibili ties he has to interprete this infor-
mation, how he reacts (training and integration) etc.

The man-machine interface in all i ts phases is the key to the

link.

The paper covers the background which allows a new approach,

the description of this approach for the man-machine interface,

the advantages expected and finally the future of such an

approach.
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2. BACKGROUN

The man-machine interface has been increasingly supported

by computer systems and colour display uni ts (VDU' s) since
1970 but the methods used today mO$tly evol ved in the early

seventies. A new approach is rèquired for the eighties.

This is however only possible based on experience gained in

the past and due to the availabili ty of new technology at

. the pre sent .
The factors influenoing this development are as follows:

- Higher demands on the man-machine interface due to the

processing of larger quant i ties of data but wi th presen-

tation in a more concise form (no ambigui ties). Can this

component of the control system also be made fail-safe?

- The uncertainty as to new reguirements related to the

man-machine interface. This is particularly the case wi th
.

nuclear technology due to licensing problems, improving

safety 'standards etc.

The prodigious advances in computer technology have resul ted
in dramatic decreases in system costs wi th simul taneous
increases in performance. The "silicon chip revolution" has

had a great impact on the control system - in particular on

devices such as coloured displays.

- Increasing costs of software engineering offset many of the

benefits obtained by improved hardware. This effect has also

to be counteracted by new methods.

- Fault tolerant computer systems can now be effectively im-

plemented which allow a full integration of the computer-

based information system into the contral system. These

systems are based on multi-computer configurations wi th
distributed functionali ty.
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- Software engineering has matured to the point where a

truely structured approach can be applied. The diffi-
. cul ties experienced wi th the interface between the
functional requirements and the software solution, are
bett er understood.

We now have practical systems at our disposal which go beyond

the current requirement of control engineering. But to fully'

benefi t from these. advances we have to bridge thegap between
the software engineer and the unöwns of the plant operator

interface - a modern approach is required.

3. A MODERN APPROACH

A step is required which not only utilises the latest techno-

logy but is also open-ended for the control engineering advan-

ces to be expected in the next decade - as stated previously

primarily in the field of man-machine communication.

We believe this new approach is thedevelopment of computer

based tools for a defined field of activity as opposed to

dedicated solutions ,to specific individual problems. This tool

is characterised by, and covers the previously stated areas as

follows:

The tool is produced by computer specialists wi th an under-
standing of the man-machine interface problem.

- The tool will be used by control system engineers. planners.

plant operators etc. wi thout specific computer know-how.

- The tool thus serves to bridge the gap between the two

disciplines

- Since specific solutions are not generated new forms of

presentation and selection, data quant i ties and qual i ties,
recogni tion methods etc. can be implemented wi thout further

expensive software engineering.
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The man-machine interface is in development using this approach

due to the experience gained in both nuclear andfossil power

plant with computer based information systems utilising colour

display 'communication.

The advantages are stated in section 5. of the paper and some,

thoughts to other application areas which could benefi t from

this approach are gi ven in section 6.

4. A TOOL FOR MA-MACHINE COMMUNICATION

It is possible to sumarise the basis to the man-machine inter-

face into 3 condi tions:

high flexibili ty is required at the present and increasingly

so in the future

there is a large unexplo.i ted potential for computer-based in-

formation-systems using colour display techniques.

- the planning and implementation effort for this application

wi th current methods can be radically reduced.

The tool considered is a combination of three major components

(see also Fig. 1.)

- a mini-computer hardware and basic software system which

. is adaptable to multi-computer configurations,

· operates as a self-sufficient general purpose computer

wi th good data handling properties

· has characteristics appropriate to a high-performance process

computer

- a software package which defines the functionali ty and has

defined interfaces to a data acquisi tion system as well as to

the planning tasks
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- a high performance colour video display controlled by a

micro-computer, based on television raster techniques,

and supporting a wide range of operating elements (1'J..

The tool has been gi ven the name VISCOMP - VISual COmmunication

Man-Process. Dependent on the project implementation phase

VISC.O:f1P .functions ei ther autonomously(planning and definition

phases) or in conjunction wi th a data acquisi tion system C2J .

during the operational phase on the plant. The relationship

o.f the required components to the project phases is illustrated

in Tàble 1.

The functions of VISCOMP and their relationships to the project

implementation phases are as follows:

- Functions supported during design and planning phase

. Picture generation. The required output presentations are

structured directly on the display i. e. the picture layout
and construction.

. The pictures are adapted to the specific project, that is

the connection is made to the process data and the output

conditions (e.g. colour, flash, new symbol etc.) are

defined, i. e. the parameters are defined.

. The completed pictures are "compiled" and checked for

plausibili ty. They can now be optically accepted and the

documentation for each picture wi th i ts complete definition

- including non-visible condi tions - is documented automati-

cally by the computer.

- Functions supported during the integration and commissioning

phase

. picture correction in limi ted form is possible on the on-

line system e. g. parameter definition. Restructuring is

only possible if a .full complement of off-line hardware

is available.
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. the archi ving of completed and checked pictures, logging

of modifications

. the selection of "commissioning pictures" - specially defined

outputs to support the commissloning engineer, these include

for example the output of scanned variables in raw format,

internal parameters etc.

- Functions supported during the operational phase

. picture selection via functional keyboard

. picture selection via interacti ve "marking" of previously

defined targets

. by appropriate planning i t is possible to step through

picture sets by "marking" fault areas (disturbance tracking)

. allocation of outputs to selected display monitors

. optical scanning of large pictures i. e. areas longer than

one sc~een size (rolling map technique)

. cyclic and spontaneous updating of the selected pictures

. evaluation of pre-defined. conditions

The main feature of VISCOl1P is that one system- (hardware com-

ponents and software) is used at all times. To illustrate the

working and ease of use of VISCOMP some of the features named

above will now be described more fully.

Picture Structuring

Figure 2 illustrates the interactive definition of a picture

using a light-pen, a virtual keyboard (blended into lower region

of screen) and an oC-numerical keyboard.

A picture size can be a multiple of a screen size. This enables

large quantities of data and areas to be defined whereby at

output time the operator is only confronted wi th a section of the

picture at any one time.
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Overview pictures can be scanned o.ver e.g. with a tra.ck-baii.

A -picture consists of a cpmbination of single items which are

classified into 4 levels of detail as follows:

- The smallest i tem is a single addressed point on the screen.

In this case the screen consists of 448 x 288 points (total

129024), whereby a picture (= multiple screen) can contain-

1024 x 1024 points. This type of i tem is used dynamically

to form continuou curve.s e.g. as illustrated in figure 7

or for static characteristic boundary envelopes e.g. for pumps.

The screen is dividedfor most purposes into a matrix of 32

lines each of 64 columns. Each position thus defined consists

of a symbol or character in a 7 x 9 point matrix. The genera-

tion of such an i tem is illustrated in figure 3. VISCOMP uses

up to 256 such i tems, whereby as can be seen in the example

64 are usually dedicated to the upper-case character set and

the remaining 192 are used for project specific SYMOLS.

Libraries of such symbol sets are produced interactivelyand

referenced later by symbolic name.

- The third level of i tem is the so called SHAPE or ELEMENT.

A SHAPE is a defined set of connecting SYMOLS. For example

plant aggregates and specific components can be defined as

SHAPES - an example is given for a turbine in figure 4, in

thi s case a 7 x 5 combination of SYMOLS;

Libraries of such SHAPE sets are produced interactively and

referenced later by symbolic name. An ELEMT is also pre-
sented as a set of Sy~mOLS but has dynamic properties,

exampl es are:

- Text strings to be defined later

- Fields to contain analog and binary process. signals

- Window areas to contain sequence of events message s

- Window areas to display analog variables in the form of cures
- Bar chart fields in vertical and horizontal directions.
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- The highest level of i tem is the generation of the total

pieture i tself. This is illustrated in figure 5 where

SYMOLS and SHAPES are eombined wi th powerful edi ting

funetions to form the PICTURE~ ELEMNTS will also be strue-

tured-in to complete the PICTURE. so that the end resul t for

the operator then appears as in figure 7 or 8 (inelusion of

e.g. text, analog variables, bar charts, eurves and alarm

messages) .

Parameter Definition

Parameters comprise those data which are speeifie to a parti-

eular project, and take two forms namely:

- Parameters which have to be modified at any time e. g.
teehnologieal limits, log eonfigurations, signal group

definitions etc. These parameters are mainly applicable

to sets of data.

- Parameters whieh are specifie to a partieular pieture and

eomplete the pieture definition by eonneeting project

speeifie values to PICTUR ELEMENTS.

In the first ease the parameters are modifieable in all pro- .

jeet phases whereby in the seeond ease they ean only be set

.;before PICTUR compile time. However in both eases the means of
'aeeess and "parametering" is the same, namely by the use of

questionaires and a "fill-in-the-blanks teehnique".

An example of a questionaire for the first type of parameter

is given in figure 6. Operating is exelusively by the means

of oC-numerical keyboard. In the ease of PICTURE definitions this

"parametering" eÇ3n be executed at the time of the PICTUR struc-

turing or at a later phase.
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System Operating

A number of means of interacti vely communicating wi th VISCOMP

during the operational phase are considered. They can be grouped

into two types namely actions whic~ come from outside VISCOMP

i tselt. and those which are possible exclusively wi thin VISCOMP.

The first type covers actions ini tiated via:

- functional keyboards, e.g. picture select, acknowledge,

clear screen etc.

- directly from the plant status e.g. automatie picture select,

acknowledge, output reconfigure etc.

The second type covers actions ini tiated via:

- c(-numerical display keyboard for "parametering" (background

functions)

- by "marking" directly in display pictures

- by "marking" in displayed virtual keyboards.

The last two mentioned related to "marking" are worthy of

special note since they offer the highest flexibili ty for the fu-
ture. Predefined fields in the picture will be allocated func-

tions in the picture planning phase e. g. select new picture,

acknowledge status,

page-back, page-forward etc. These function will then be

initiated by "marking" the predefined field by positioning a

Cursor (blinking marker) in that field. The posi tioning is

made by Cursor Positioning Keys (8 basic directions)

Track-Ball, Joy-Stick (all directions)
Touch Panel (later development)
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These means are independent of fixed hardware keyboards

(problem of modification and expansion).

An example is given in figures 8 and 9. In the overview

picture (figure 8) a disturbance h~s occurred in the pre-

heater (notified by change of colour to red). By "marking"

an~here wi thin the outline of the preheater(previously de-
fined) the next picture in the set will be selected on the

same screen (figure 9).

The disturbance will be shown in greater detail; assuming

there are further pictures in the set these can then be selec-

ted in a similar manner. A form of disturbance analysis is

thereby achieved optically.

In exactly the same manner virtual keyboaræ can be generated iÀ e.

marker fields are defined wi th descriptive texts to state the

required action. The contents list type of selection can there-

by be accomplished wi th grouped sets of picture names and

facili ties to page forwards and backwards through the contents.

One of the greatest impacts VISCOMP will have is in the area

of savings in effort to implement a computer-based information

system. Not only will the effort be greatly reduced but, the

system integrity (and thereby the overall plant safety) will be

greatly improved simul taneously. A number of project phase

interfaces will be eliminated or simplified. This feature of

VISCOMP is illustrated in figure 10.

VISCOl1P is a natural progression from its 'predecessors. Two

foreruner methods were used in the past, the list below shows

their characteristics. It should also be noted that pictures in

the past were also much simpler than those which are implemen-

ted wi th VISCOMP.
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Method Time of Use Effort/Picture

Pro gramming indi vi-

dual pictures
Late 60' s, early

70' s

2 - 4 weeks

Generating pictures

based on a special
display language

and simple software

tools

11id 70' s, late

70' s
3 - 5 days

VISCOMP,

. complete tool
Early 80' s
onwards

1 - 4 hours

The system integri ty ,obtained by elimination of too many inter-
mediate steps and by automatie production of the end documen-

tation is of particùlar importance in nuclear power plant.

5. ADVANTAGES TO THE PLANT OPERATOR

The operator benefi ts from VISCOl1P in both the project imple-

mentation phase as well as the operational phase.

The main advantages during implementation are:

Operators can be acti vely integrated into the planning phase -

pictures can be generated, demonstrated, evaluated and

accepted wi th minimum complications

Training can begin during planning; feed-back from the ope-

rating personell can be incorporated easily at this and all

subsequent phases. An "optical.-simulator" can be produced

Training and over specialisation of operators are reduced by

using one tool for allman-machine interface' activities.
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During system operating the advantages to the operator are:

- .new situations and operating procedures can be incorporated
into .the information system

- the systemcan be planned to' guide the. operator during
d~sturbance analysis and for special tests.

- a wide range of operating components and philosophies are

supported

- pictures consist of visible and "non-visible" information

output, i. e. the operator only sees perhaps 10 - 20 acti ve

variables whereas the picture i tself can be processed and

influenced by many more say 100.

- the documentation always corresponds to the output

presentations.

6. THE FUTUR OF THIS APPROACH

The approach ado.pted of developing a tool means that other

computer-based application areas can also be supported by

VISCOMP - by interfacing to the corresponding system. Some

examples possible are as folIows:

structuring of other presentation forms via display (x-y pJ otter
Magnetic-Tape, logs etc.)

- structuring and operating for simulations (power plant,

reactor, control room, control system etc.)

- structuring and output from data analysis systems - interfacing

to a histörical data bank. In particular here an adaptive and

interactive communication system is required.

Wi th experience gained wi th the VISCOMP tool i t is expected that

many new areas will open up to this approach.
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Figure 2
Interacti ve structuring of a
PICTURE using a light-pen

Figure 3
Generation of a SYMOL in the
7 x 9 point matrix

Figure 4
Generation of a SHAPE by the
combination of SYMBOLs

Figure 5
Combining SHAPEs to form a PICTURE
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Figure 6
Example of a questionnaire for
"parametering"

Figure 7
Example of a PICTURE using point
addressing for curves

Figure 8
Overview PICTURE for a nuclear
plant

Figure 9
Sub-PICTURE selected via the
overview
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ABSTRACT

This paper is intended to describe" an analytical method - wi thin

the overal control roomconception - which ensures an evaluation

of all alarms and status indications for a correspondingly se-

lected output.:

This procedure - using modern computer based output devicesfor

process supervision - is a possibili ty to deal wi th the

high quant i ty of relevant information, that is approximately

4 500 alarms and approximately 2 000 status indications.

Based on the acti vi ty characteristics and responsibili ties of

the control room personnel the .process and control system data

will be classified and subdi vided into relevant groups.

An overview of evaluated quant i ties of alarms and status
information for each of the defined subgroups will be gi vene

The paper concludes wi th a description of the design characte-

ristics of the layout of' the communication modules wi th CRT-

displays.
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1 . INTRODUCTION

1 . 1 Anunciations wi thin the Control Room Conception

The central control room area in nuclear power plants is

di vided into 3 functional sections
(priori ty sections) (/1/) ;

These areasare:

- main operator' s console:

(constantly attended)

for the momentary process

moni toring and control for

normal operation

- auxiliary control board: for the control of component

systems as weIl as tor test-

ing and commissioning activities

- control. room annex: tor the technical operation

control and tor the documen-

tation

The communication media are adapted to the acti vi ty
characteristicsand responsibili ties of the control room

personnel according to ergonomic viewpoints.

Some of the main functions of the main operator' s console

are:

- process supervision; computerized display uni ts
the mainsources of information;

- manual intervention at appropriate times during the un-

disturbed process as weIl as in fault situations.

On account of frequency and the demands on reliabili ty,
the 'reaction to the alarms is of specific significance.
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This does not exclude, however, ~he necessi ty of a high

adaptabili ty and the capabili ty of taking fast decisions

by man.

1 .2 Structure of the Alarm System

Computerized Alarm System

For the computerized alarm system usually two redundant

process computer uni ts are provided wi th redundant peri-

pherals for displays and printers.

The main console comprises an action desk and aseparate

information board. For presentation of a sumary of cautio-

nary warnings and alarms two colour CRT-displays are

arranged in the middle of the information board. To enable

easy readabili ty of the information the CRT size (67 cm

diagnonal) is selected for a distance of two meters

between the operator seated in front of the action desk and

the CRT-di splays.

Conventional Alarm System

In addition to computerized indication systems, a conven-

tional alarm system wi th hardwired electronic devices and

signal lamps is installed. Via approximately 400 signal

lamps group alarms and selected individual alarms are

given.

2. THE EVALUATION OF ANCIATIONS

2.1 The Evaluation of Alarms

The evaluation and clarification of alarms depends on

their importance which can be deduced from the cri teria
11 safety" and "availabili ty" .
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The following three influencing factors shall be' pointed

out in particular:

the information volume coming in per time uni t
and

- the necessi ty of manual intervention wi thin a certain

period of time,

to advise theoperator in his search or splectionof

information relevant to the situation at that time.

Fig. 1 shows an overview related to the main cri teria to be

taken into accoint in the oase of evaluation and classifi-

cation of alarms.

2.1.1 Evaluation According to the Type of Alarm

For presentation of information about process anomalies an

alpha-numeric listing technique is used. The information

content of each presented alarm is covered by a single text '
string, containing

- the signal classification and time of ocurrence

- the text for designation and

- the state indication (e. g. ":; lv!, ,: HIGH etc.).

Additionally the anninciation text is completed wi th colour

codes and special markers indicating the seriousness or

priori ty of a disturbance.

To indicate the Type of an Alarm the state indication in

the anninciation text is significant.

The Type of Alarm enables the following to be recognized:

- the state of the individual finction of the signal source,

ensuririg the localization of disturbance
- the acti vi ty characteristics the operator is called up 'to

react to.
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It has to bedistinguished between the following

Types of Alarms:

Cautionary Warnings:

anunciate an impending disturbance and the need for

manual counteraction to eliminate the danger and to

prevent interventions by the protection system.

Alarms related to Protection Cri teria:

indicate inadmissible overruning of threshold values

of process parameters caused by input-signals to the

protection system. This information is mainly needed in

the case of fault analysis at the beginning and during

the sequence operation of disturbance.

Alarms related to Protection Output-Signals:

indicate trip signals from the protection equipment

to the swi tchgear directly or via the individual drive
control uni t. Related to the actual situation such alarms

have to focus the operator i s attention on the sequence of

the protecti ve actions to enable further measures to be

taken if necessary.

Alarms related to Failures and Disturbed Functions:

are the most essential in respect to the acti vi ty charac-
teristics and responsibili ties for the momentary process

moni toring.
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classification alarms
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2.1.2 Evaluation According to Safety Relevant Aspects:

The classification according to safety relevant aspects

corresponds to the KTA standard no. 3501 and distinguishes

thedanger signalling classes S, I and II.

An Alarm of Class S:

(safety alarm) is the output signal of a protection sub-

system. In case this alarm should occur, the responsible

óperating personnel has strict orders to start a protec-

ti ve measure wi thin a certain period of time.

An Alarm of Class I:

indicates a fault wi thin the safety system.

An Alarm of Class II:

indicates a fault wi thin the operating system.

2.1.3 Evaluation in Respect of the Types of Function Groups:

The division of the process into clearly defined groups

- function groups - resul ts in a hierarchical process

structure.

To provide increasedtransparency the high quant i ty of re-
levant information is subdivided 'such as to give a hierar-

chical structur.

Fig. 2 shows several information levels where a higher

quant i ty of alarms wi th less importance are subordinated to
more important levels with lower quantities.

Analysis indicates advantages in pla~~ing procedures, to

define types of function groups subdi viding the ranges

according to the alarm classes.
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The information output of each type is identified by

characteristic allocations wi thin the information levels

(Fig. 2).
The evaluation of function groups and their relative im-

portance is dependent on safety and availabili ty er1 teria
..

of the w hol e power plant.

Types of Function Groups:

Type "I" . safety functions- .

Type " II" . direct influence on availability.

Type "hI" l"hIP' . auxiliary functions necessary for.

Type "I" I"II"
Type "(II)" . No direct influence on availabili ty.

Type "kI" I "kII" . information output functions.

2.1.4 Evaluation in View of Safety and Availability

To denote the urgency of an i tem of information enabling
manual counteraction or fault elimination wi thin a gi ven

sufficient period of time, the alarms are subdivided into

the following priority groups (see Fig. 1 and Fig. 2):

lEl~El~y_g£~~E_l1
Alarms from the safety system or important operating

systems which require

- strict order for manual protection actions wi thin a

gi ven period of time;

- manual control interventions or fault elimination

wi thin a short time

in order to eliminate direct danger to safety or

availabili ty.



- 735 -

l£l2ll~i_gl2~E_gi
Alarms from the safety system or important operating

systems which indicate (medium urgency)

- that manual control intervention or fault elimination

is not necessary wi thin a short time

- faults endangering safety

- faults which ei ther impair the availabili ty or which

endanger high qual i ty plant components.

l£l2£l~i_g£2~E_¿1
Alarms wi th relati vely less information content e. g. from

operating systems which do not directly participate in the

output generation and which resul t in no reduction of out-

put or availabili ty or in a reduction only after 8 hours.
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Importance of the information

of alarms for:
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Fig. 2 : Division of alarms in classes and priori ty
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2.2 The Evaluation of Status Indications

Alarms indicate deviations of the actual state from the

setpoints, whereas status indications (switching positions)

indicate the actual status.

Status indications from

- aggregates and swi tching devices which are controlled

by protection devices;

- aggregates which have a direct effect on the power

generating process

suffice to evaluate the operational process.

3. INFO~~TION PRESENTATION FOR ALAf1S

The compression, reduction, presentation and handling cf the

information, the arrangement of the conventional and com-

puterized display-uni ts are based on the resul ts, referred

to above.

The importance of the signal information determines the

type of presentation to be selected, whith is characterized

by gradual measures in order to alert the control room per-

sonnel and to ensure the relevant read-out-time.

Three different colours are used to indicate the priori ty
of an alarm: red for urgent alarms (priori ty 1), orange for
alarms of medium urgency (priority 2) and yellow for others.

(priority 3).

In this solution two CR~ arranged in the information board

of the main operator' s console are dedicated for a chronologi-

cal alarm display.
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The alarms r6maining acti ve are stored and paged. The operator

can reference those alarms not currently visible by selecting

old pages to be displayed. In case of high alarm acti vi ty
(alarm 'burst) it is possible that less important annunciations

are fil tered out from the display presentation of the alarm
output in the main control room.

The 10gging of all annunciations, however, is independent of

this annunciation selection. Actions which are not necessary

wi thin a short time can be po stponed to be performed during

times of less activi ties.

4. sin~~y

By di vi ding alarms into 3 priori ties as well as by the selec-

tion of the status indications important for the operating

process, the control room personnel is able to react according

to the importance of the annunciations coming in. For this

purpose the annunciation output and especially the annunciation

presentation are designed correspondingly. Wi ththe 'aid of

appropriate form and colour as well as fil tering out of less

important annunciations, the control room personnel is able

to have a clear survey of the entire process.

Reference:

/1/ L. Herbst: Konzeption moderner Kraftwerkswarten
BBC-Nachrichten, 1977, Heft 10, Seite 417 - 423
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COORDINATION OE OPERA TOR SUPPORTING SYSTEMS AND PROCEDURES

by

T.I. Bjørlo, I.K. Trengereid

OECD Halden Reactor Project

ABSTRACT

Experience with power plant disturbance incidents has clearly indicated that adequate in-
formation on the actual operating situation is a decisive factor in. the operators' ability to cope

with such events. The information presented for the operator has already to a large extent been
reduced and stnictured in the power plants which are operated at present. Despite such measures,

present days' control rooms cannot be regarded assatisfactory solutions to the man-process

interface problem.

During the last ten years an extensive research and development programme has been carried
out at the OECD Halden Reactor Project with the aim to exploit the capabilties of modern process
computer technology to ensure the safe and efficient operation of nuclear power plants. This paper
presents the design philosophy which fonns the basis for the work to synthesize the accumulated
knowledge and results from past and current efforts into prototype solutions for operator support.
Some examples ofspecific surveilance systems are given. The development of such systems in-

volves both technological, methodological, and human engineering aspects. This paper has empha-
sized the interfaces to the users, i.e., the operator communication and the procedural aspects of
such surveilance systems.

Paper to be presented at the
IAEA .NPPC/.Meeting "Prcedures an Systems for Asssting an Operator durig Normal

and Anomoous Nuclea Power Plont Operation Situaions"
in Munich frm 5th. 7th December, 1979, Penta.Hotel, Hochstrass 3

l

December 1979
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1. INTROOUCTION

The recent TMI ineident demonstrated clearly the needs for systems lìupporting the
operator in his efforts to prevent that the.plant is brought into operating situations with an in-

creased likelihood of disturbances, or that disturbances which have occurred develop towards
violation of operational limits. Ouring the last ten years a substantial research and development
effort has been spent by the OECO Halden Reactor Project with the aim to exploit the capabilities
of modern process computer technology to ensure the safe and efficient operation of nuclear
power plants. In this work the merits of a variety of computer applications have been investigated
either as a substitute for or as a complement to the functions performed by the existing control
and instrumentation systems.

This paper presents the design philosophy which forms the basis for the current research and
development work on systems for plant status surveilance at the Halden Project. This work seek to

synthesize the accumulated knowledge and results from past and current efforts into prototype
systems for operator support. It is the declared intention of the Halden Project to have such proto-
type systems tested in pilot installations in nuclear power plants such that thoir qualties as models
for future full scale systems can be evaluated under as realistic operating conditions as possible.

The development of operator supporting systems asindicated above involves both technological,

methodological, ~nd human engineering aspects. This presentation has emphasized the interfaces

to the users, i.e., the operator communication and the procedural aspects of such surveilance
systems.

2. INFORMTION FLOW FROM PROCESS TO OPERATOR

The complexity of present days' nuclear power plants and of the required control and instru-
mentation systems results in an information volume which the plant operator cannot cope with
directly on a continuous basis. He must be assisted by systems which wil reduce and strcture
the information for hirn. This information reduction and structuring is to a large extent already
done in the power prants which are operated at present.

Only the most important information is made available in the central control room,
less important information is made available in adjacent rooms such that it wil be

fairly easy at hand when it is needed.

A certain number of the indicating instruments in the control room are multifunction
devices such that several measuring points can be addressed by the same device, e.g.

alphanumeric cathode ray tube", and mu:t ipoint recorders.

A largefraction of the status indications is defined as warnings and alarms which

are presented automatically, and only need to be considered by the operator when
. they are activated.

The information in the control room is structured according to the plant subsystem it
belongs to.
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Despite such measures to reduce and structure the information which the operator wil have

to handle in his work, the present day control rooms cannot be regarded as satisfactory solutions
to the man-process interface problem. Experience with power plant disturbance incidents has
cIearly demonstrated that adequate information about the actual operating situation is a decIsive
factor in the operators' ability to cope with such events, and that there are considerable short-
comings in this respect in most of the present nudear power plant control rooms.

The design of a control room wil aIways be a compromise between on one hand, simplification
and information reduction to ensure a dear overview of the operating situation, and on the other,
availabilty of detailed information to support the diagnostic work when a problem occurs in aplant
subsystem. Conventional instrumentation equipment does, in our opinion, not offer the designer of
a control room much flexibiItyin his work to find a good solution to these conflcting needs of the
operator.

The conventional information presentation units are with few exceptions dedicated, single
purpose devices. When such devices are used a certain piece of information must always be retrieved
from thesame fixed geographical point in the control room, regardless of the context in which it
shall be used. During plant operation there wil aIways be a need for different information combi-
nations depending on the task to be performed. In each case the operator wil have to go through a
different pattern of data collection from differentgeographical locations in the control room to
retrieve the information he needs. The most frequently used combination of instruments wil of
course be grouped together, but a really satisfactory solution can, in our opinion, hardly be found

by means of conventional instrumentation equipment.

A second effect from the use of dedicated, single purpose devices for information presentation
is that the control rooms, when all concessions have been given to the needs for detailed informa-
tion, grow so large that the geographical problem of information collection mentioned above is

strongly accentuated. As an attempt to counteract the ever growing physical size of the control
rooms,efforts have been made to make each instrument smaller. Such miniature devices may reduce

the distimce the operator wil have to walk, but the reduced demands to the operators' feet wil
have to be compensated with increased demands to his eyesight. Such solutions may be more cost

effective but they wil in no way reduce the complexity oe the control room panels and wil there-
by hardly contribute to an improved man - process interface.

It is the essence of this paper that computers and computer based communication devices

should be used to a much larger extent than at present to solve the conflct between the com-
plexity of a nuclear plant and the normal shortcomings of the human beings which wil have to
operate them. By using computers to control the information flow between the process and the
'Operator most of the problems which are indicated above may, in time be overcome.

Computers have from a technological viewpoint the capacity and the capabilitieswhich are

needed to solve the above problems. On the other hand, there is a need for more experience from

practical applications of computers as modules in a power plant instrumentation system before

both vendors, utilties, and licensing authorities can be expected to rely on them on a broad basis

for critical functions in the operation of a nudear power plant.
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3. Computer ßased Systems Using Colour Displays

The research and development efforts in the control and instrumentation systems area at the
Halden Project have been concentrated on process computer application in plant controI. Within
this area again, the use of computers to improve the man - process interface has been given the
major attention. Among the different computer driven information presentation devìces which

are commercially available at present, we have found that raster-scan cathode-ray tubes with colours

are by far the best alternative for a flexible and at the same time precise presentation of information
; in the control room. This paper wil thus be limited to the discussion of operator supporting systems
based on the use of computers and computer driven colour displays. As already mentioned, the
main emphasis wil be put on the user aspects of such systems, as it is believed that just these aspects
have been given too little attention ascompared to the technologìcal and methodologìcal aspects
when it comes to removing the obstacles for a more extensive use of process computers to support
the control room staff at nuclear power plants.

We have at the Halden Project since rrdny years demonstrated in experimental set-ups how a
combination of computers and colour displays can be used to give significant improvements to the
information flow between the process and the operator. The test reactor at Halden has for. ~
certain time penods been operated solely by means of an experimental system of this type. At the

moment extensive experiments are penormed (1) with an improved version of a computer-based

communication system, but this time in a simulated environment such that a higher experimental
flexibility can be obtained. The objectives of these experiments are to gain more insight in the
operators reactions, his capabilities and limitations when dealing with such systems.

There exists however a considerable gap between what can be shown in the laboratory when
running a simulator and what isactually utilized in the control I"ooms of nuclear power reactors.
It is our intention to bridge or at least reduce this gap by developing prototype systems for selected
functions, and to have such prototypes tested in pilot installations at operating power plants. It is
our conviction that such pilot installations wil be a very useful and may be even necessary step in
the work to have computer-based solutions put in the place they deserve in a control and instru.

mentation system. Such installations will serve a twofold purpose, - they will demonstrate the
potentials of computer-based systems for operator support, and at the same time provide a feedback

which cannot be generated in the laboratory and which will help to identify the bottlenecks and
shortcomings which no doubt wil exist in the prototypes.

However, when em bar king on an ambition as indicated above there should be a common
philosophy on wh ich the development of the different prototype systems are based such that there
can hopefully be a synergetic effect when the results are analyzed. At the Halden Project we are
at the moment involved on a cooperative basis in the development of four different prototype systems
which all are intended for pilot installation, and which wil be explained insome detaillater in this
paper. The ideas behind the development of these prototype systems are. the following:

a) The use of computers and colour displays wil be necessary in order to find a satisfactory
solution to the conflict between'the need for informat.ion reduction for a clear overview

of the plant status, and the need for access to detailed information for diagnostic work
during disturbances.
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b) The interface to the operator wil be crucial for the acceptance of such aids in the
control room. There must bea consistent approach to the way such computer-based

systems are introduced to the plant operator both with regard to the way the information
is structured, i.e., grouped together, as weIl as to the use of colours and symbols in the
pictures. Consistency must also be required for the way such systems are operated, i.e., the
same user procedures must apply independent of the functions a system performs.

c) Simplicity must be the overriding criteria when the operating procedures are to be

èstablished, even at the expense of flexibility. The use of computers tends to be
followed by fairly complex user procedures as compared to conventional equipment, and
this practice must absolutely be avoided in systems for use in a control room environment.

d) Experience from pilot installations at operating power plants wil be needed before good
solutions for full-scale systems for routine operation can be expected. The present develop-
ment work should aim at solutions which can be used as complement to or substitutions for
communication functions in already existingpower plant contnl rooms.

e) System maintenance and validation procedures must be given a very high attention. At

present the maintenance and validation aspects no doubt represents a major obstacle for

the acceptance of computer-based systems by the licen.sing authorities as weIl as by the

end users, the utilties.

4. THE STRUCTURE OF A COMPUTER-BASED SYSTEM

When looking at the functional modules wh ich a computer-based system for operator support

must contain, one observes that the basic structure is common to most such systems, independent
of the function the system is designed to perform. With reference to Figure 1, the following

modules can be mentioned as examples:

1) Data must be coIlected on the currentstatus of the process, i.e., the readings of all
process sensors and/or manual observations must be made available to the system either
at regular intervals or when changes occur.

2) A descnption of the operational characteristics of the plant components and their
interrelations as weIl as the operators need for information must be available such that
the data collected from the process can be properly interpreted and handled. The
generation and maintenance of the data bank containing such desçriptions is may be

the most important task in any process computer application, and may be also one of the

most neglected so far.

3) A data analysis module which wil be specific for each application wil retrieve data from
1) and 2) and produce the desired resuIts.

4) Data from 1) and 3) wil then be stored in a data bank which in addition to the

current values also may contain historical information on the process operation according
to the descriptions laid down in 2).

5) An operator communication module wil then retrieve data from 4) and present them to
the operator on colour displays with a structure and with colours and symbols which can
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be defined for each separate picture. This module wil allow the operator to request the
information, i.e., pictures he wants and mayaIso allow hirn to enter speCial requests to
the analysis modules in 3).

6) Modules which support the generation and maintenance of the descriptions in 2) and
the pictures in 5) wil, as we have already pointed out, be a most vital par of a system to
be used for routine operation.

Now, it is the messe.ge of this paper, as indicated in its tide, to point out the importance of a
coordinated design of the six modules, or group of modules, when computer-based operator sup-
porting systems and procedures are to be introduced to a group of users. It is not our intention at
this point in time to propose any coordination efforts between different organizations which are
developing such systems, i.e.,~standardization, but rather to protect a group of users against being
exposed to different, uncoordinated systems at the same time.

The coordination must be done in several areas. The most important wil be the operator inter-
face, i.e., the dialogue through function keyboards to address the desired information and the con-
struction of pictures which present the information. In this context it is not only important to co-
ordinate the different computer based systems, but until we have entirely computer based control
rooms some time in the future, it wil be'just as important to arrive at solutions which in a natural
way can be embedded in existing control rooms. This wil for instance require the flexibility to use
colour and symbol conventions which have already been adapted, and the abilty to draw mimic
diagrams which group the plant components in the same way as the existing conventional set-up.

Furthermore, the dialogue procedures shouldnot deviate too much from the procedures the
operator is already used to. For ins~ance, extensive use of a fuH size alphanumeric keyboard would

hardly be a success in an environment where the operator is used to simple push-button operations.
In the same way extensive use of alpha-numeric text may conflct with the simple reading of dials
and indicators.

It wil both from a cost and a reliability point of view be desirable to try out and later use the
same system solutions at several different locations. In addition to the due attention to the above
aspects, it is thus important to have adequate tools available such that a system can be easily
adapted to each new application. Therefore a considerable portion of the development effort at
the Halden Project has been allocated to the development of such tools.

A second area where coordination wil be needed is in the generation and maintenance of the
data bank(s) containing the plant descriptions. The preparation and verification of such descriptive
data are both time consuming and error prone. It is therefore unfortunate and not to the promotion
of computer-based solutions if each system wil require a different combination and a different
format for the descriptive data needed to operate properly. The same argument wil apply to the
procedures which are needed to enter the data. Againit is our observation that computer peo?le
during the system development period have highly developed skils to handle a large volume (jf data

with a complex structure as input to their specific system and often tend to neglect or under-
estimate.t:e practical difficulties which may occur during routine operation when they as experts
are not there any longer.

In the same way as for the operator interface pars, there is also a need for coordination between

computer-based and coriventional systems when it comes to modification and maintenance procedures.
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Ideally, computer-based systems should be made such that they by means of simple procedures

can accept descriptive data with the same structure and format which are used to document the
conventional system solutions. For some time yet this wil be more of avision than a reality for
most users. However it should be kept in mind as an ultimate goal both by system development
people and by the users who buy such systems.

5. WORK PERFORMED AT THE HALDEN PROJECT

Based on the ideas presented above work has been started at the Halden Project on the synthesis
of programme modules and accumulated knowledge from laboratory experiments and non-nuclear
applications into prototype systems which can be tested in pilot installations in nudear power plants.
This work wil be done as separate international coop~rative efforts with interested organizations
for each of the prototype systems. In such cooperations there wil always have to be made compro-
mises in order to arive at workable solutions, but it wil be a major aim for the workto be done
at Halden to search for a coordination of the efforts along the ideas indicated above. At the mo-
ment the following research and development activities at the Halden Project can be listed in this
context:

A. The application of computer driven colour displays to provide plant status overview
pictures wil in itself without any extensive data digestion functions represent a significant .
improvement in most control rooms. We have therefore assembled a software system
wh ich contains the functional modules indicated in Figure 2. This system con-

tains the minimum of data handling functions which should be available for a pilot
installation of the type we envisage. The main emphasis in a pilot installation with this

setup should be put on the use of the interactive picture editor. By means of this editor
pictures with dynamic mimic diagrams, bargraphs and trends may be easily constructed
and put into the picture library where they wil be available for use by the operator.
Dunng the construction of such pictures information from the process can be grouped
together in a multitude of combinations according to the operators' needs in the different
operating situations. A systematic approach to the construction of the pictures must of
course be developed since the operating strategy for the plant should in fact be embedded
in the picture library once it has been properly established.

The interactive table generator wil support the generation of plant data description tables.
Based on these tables the limit check routines and the plant data bank wil provide the
current and historical status information which wil be needed for the dynamic updating
of the pictures.

In Figure 2 it is also indicated that the current plant data may be substituted by data
from a plant simulator, such that the same setup may be used for operator training
purposes, especiaiiY for handling of rare events. For the latter purpose even a primitive
event sequence simulator has been developed.

By means of the above system the operator can, at the same location, by a simple request
procedure have available an overview of for instance the feedwater system as indicated in

Figure 3, or a detailed presèntation of the status of the lubrication system of the con-
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densate pump as indicated in Figure 4. In both cases all the relevant status information
will be available in the picture itself indicated by numbers, colours, and symbols. For
other pictures bargraphs and trend curves mayaIso be applied.

It is our conviction that a prototype system as the one described above represents a very
valuable tool which can be used to gain experience with the merits of such systems in
actual power plant operation, and contacts have been established between the Halden
Project and two separate utilities which both have the intention to try out the system
on a cooperative basis.

B. The warning and alarm indications in power plant control rooms are designed to convey
particularly important information to the operator. Each alarm or group of alarms is pre-
sented by aseparate indication, and it is the operator's responsibility to observe the
patterns of waring and alarm indications and to deduce the corrective actions which are
needed. With the high number of indicators and with the complex relation which may
exist between them, it can be a difficult task for the operator to draw the correct con-
c1usions about the source of a disturbance and to foresee the consequences which may

result if correct counteractions are not taken in time.

For several years a collaboration between Gesellschaft für Reaktorsicherheit (GRS),
Garching, and the Halden Project has been going on in the fields of disturbance analysis,

control room design and operator communication (2, 3). Through this cooperation with
GRS, the Halden Project has provided practical contributions to a prototype system for
fast analysis of power plant disturbances developed by a German interest group. The
objective of this system is to assist the operator in recognizing predefined alarm patterns
and to identify the corresponding causes and consequences. By using a computer to
automatically identify the expected warning and alarm patterns, the strain on the operator

during critical disturbance situations can be reduced such that his performance can be
enhanced during the time periods when his correct counteractions are most needed.

The cooperative efforts on this prototype system inc1ude the installation and the
experimental operation of the above disturbance analysis system at the Grafenrheinfeld

plant in Germany. The ability of the system to handle unexpccted patterns of information
from the plant, and the correctness and the contents of the sequence diagams which

represeiits the expected patterns, wil be given special attention during this work.

The disturbance analysis system has a maIn structure as shown in Figure 5. In the con-
text of this paper the system can be considered as an example where the emphasis
has been put on the generation and maintenance of the descriptive data, since the quality
of the results wil depend entirely on the quality of the process description. It is expected
that the preparation and execution of this pilot experiment wil provide valuable experience
on how to simplify the routines used to establish the event sequence diagrams which
describe ihe disturbance chains, and on how to improve the corresponding verification
procedures.

Ata later stage, the design of the disturbance analysis system should be coordinated with
a system of the type described in section A, above. Especially the use of mimic diagrams
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as for instance the one shown in Figure 4, with dynamic colours and symbols to present

the results should be tried out and the benefits from combining results from the analysis

and direct1y measured data in the same Jiagrams should be investigated.

C. In cooperation with Studiengesellschaft für Atomenergie Ges.m.b.H. (SGAE) in Austria

the Halden Project has developed a prototype system for the surveilance of reactor pro-
tection systems which all have a large amount of redundancy in their structure in order to
attain high reliability (4, 5). Because of this high redundancy, it is acceptable to operate the
plant even when some components are out of operation. It is, however, important that a
repair strategy is followed to ensure that the overall reliability of the protection system
always remains above an acceptable threshold.

Repair strategies for various combinations of failed and non-failed components are usually
documented in the operators' manuals. In this system the contents of the operators' manuals
have in principle been transferred to data tables which can be entered into a computer and

be handled by a data analysis programme. Through an interactive dialogue the operator can
identify the components which have failed, and the system wil present the status of the
affected parts of the protection system on a colour display, thus giving the operator a better
comprehension of the consequences of each component failure.

This system was originally planned to be tested in a pilot installation at the Zwentendorf
nudear power plant in Austria, but these plans had to be postponed due to the present

nudear moratoriu~ in Austria. At the moment other arrangements are so light such that the

concept can be tested in a real plant application.

There is no need for any direct physical connection to the plant instrumentation in order
to utilize the above system. It can be seen as an example of how the combination of a
computer and a colour display can be applied to improve and further coordinate the
operator supporting procedures, as the tedioas search in operation manuals and the inter-
pretation of written instructions can be substituted by the same retrieval procedures and
the same information presentation formats a~ the computer-based presentation of process
status information.

D. Detailed knowledge of core status, and the ability to predict how the core responds to
specific maneuvers, wil improve the safe operation of power reactors. A prototype of
such a core surveilance system is being developed at the Halden Project in dose co-
operation with participating organizations. This system is intended as a tool for the reactor
operator, giving hirn detailed information on the core status through the use of colour
displays. In addition, a predictive mode of the system gives the operator the possibilty

to simulate a proposed reactor operation strategy, before the actual execution of the
proposed maneuvers.

A data bank for storing the information related to the reactor core is an essential par of
this system. The actual and the simulated co re status information represent a large volume
of data with a complex structure. The design of this data bank such that the stored infor-
mation can be easily and quickly obtained by the operator, is a task which wil provide
valuable feedback for the construction of process data banks also in the context of other
process computer applications.



- 750 -

The global software configuation for the core surveilance system is shown in Figure 6.
The mostinteresting aspects in the context of this paper wil be the organization of the
inormation in the dataset library system and the~trategy for the use of the dialogue
and tÜsplay system. The task of core surveilance involves the handling of faily lare

multidimensiónal data sets as both space, time, and operation strategy wil have to be
considered for most of the interesting status parameters. Every data set wil have to be
searched for abnormal conditions, and the operator must be informed if such conditions
occur.

There has not ýet been made any definite plans for any pilot bstallation of the core sur-
veilance system. However, the ongoing development work and hopefully the experience
from a future experimental operation wil no doubt provide valuable know-how on the
handling of lare, complex data sets, and on thesimplification of operator procedures for
complex calculations.

6. CONCLUSIONS

It is the conviction of the Halden Project that process computers with colour displays can be
developed into powerful tools which wil be the best means to solve the present operator. process
communication problems. It is, however, realized that many problems remain to be solved before
this technology wil be generally accepted as practical tools for extensive use in routine operation
of nuclear power plants.

This paper has explained the basic philosophy and the practical approach the Halden Project
has adapted in its work to solve some of the remainin problems indicated above. A major effort

has been made on development of prototypes which wil provide experience and insight in the

practical problems which are the real obstacles for a more extensive use of computers in the contro)

rooms of nuclear power plants.

The development of such systems involves both technological, methodological and human

engineering aspects. In this paper the interface to the users, i.e., the operator communication and
the procedural aspects of such surveilance systems, has been emphasized.
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Introduction:

The human component in any technological system ma,y be dichotomised
into two distinct areas. ~rstly end most obviously there is the
operational, managerial team which controls, supplies, maintains end
administers the day by d.y and year by year functioning of the system
the total 'life support' group. Then seconaly, and less directly obvious,
there is the origial contribution from the vast human team which evolved
the system through i ts total creative phase from concept to completion.
This contribution is remembered simply in the strengths and weaknesses
represented in the hardware of the system. Thus i t could be elaimed that
the proclivity of a system to fail is always a manfestation of human
falibility, irrespective of whether failures appear to be operator or
hardware associated. Indeed many would argue that if we wìsh to improve
the human contribution to system reliabili ty i t is principally the designer
with whom we should be concerned, not the operator. However, design error
arises at least in par from a laok of knowledge of the true mechansms of
operator error and henoe an understandi:ng of these mechanisms remains as a
fundaental requirement.

The earlier sections of this paper therefore theorise on the ways in
which the mind works in an operating situation. and therefrom attempt to
deduce certain basic psychologioal meohansms which produoe human error.
Measures for opposing these meohansms are also suggested. Failures of a
system due to ei ther operator illness or an act of conscious sabotage are
not considered here. 7fuile i t is aoknowledged that major catastrophies
have originated from suoh causes, nevertheless aooident statistics suggest
that the majority of human inspired acoidents derive from errors by healthy
and weIl meaning operatives. The ideas suggested here concentrate on this
latter souroe of system failures.

Thus, given that we are conoentrating on system failures which are
direct outcomes of aotions or laok of aotions by the operational team

(operators, maintainers and their administration) end also tha-t we assume
the operatives to be medioa.ly fit and without intent to damage, then in
these oircumstances human inspired system failure will derive from mis-
matches between the system states, present and future, as peroeived by eaoh
operator end the system states, present and future, which are actual -
the classical misalignent of peroeption end aotuality. Ir such mismatohes
ar able to endure through an operational cycle, progressively the
opporti ty for recovery beoomes eroded aw~ until a point is reached where
catastrophe beoomes inevi table. The problem resolves down to one of
communcation. This paper attempts to explore a oloser y.nderstanding of
what do we really mean by communieation and what are the elements ",hieh
influence its sueeess. The techniques of eommu~cations analysis is
proposed as a systematie exploration of the alignent between an aetual
system state and the operator' s mental model of this state. How suoh a
teehnique may assist in the prediotion of aocident sequences is illustrated
in an example analysis or a railway signalJ.ing system.
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structurins of Mental Models

Life' s experience is a continuous progression of observing cause end
effect. 'Vere, in our total experience, e. particular cause a..'1d effect are
unexceptionally linked, for example a IOkg. mass breaks a lkg. brea-1dng-
strain string, then we associate this as fact and use i t as the basis for
logical deduction in future situations~ However, even if this example were
inviolate, other cause and effect associations are less straight forward.
For instance, consider the cause end effect sequence of turnng the ignition
key end starting the car engine. Here, for most of us, a number of effects
will have been expêrienced, the principal two being that the en~ine ei ther
does or aces not star. If asked to predict the outcome of a given attempt
we would iinediately request supplimenta.r infoiiation, for example, has
the car just been rung previously, if not is i t a cold, daip, mornng,
etc. Clearly the mental model cared by those who have had any dealings
wi th cars is a complex one. But even having established a detailed scenario
the cause and effect relationship will not be clear. A judgment must be
made involving a laboursome reca1l effort of previous exeriences. In other
words the mental model carried relating -cause end effect in a car starting
sequence is a. probabilistic one. In fact the same could be argued in
relationship to the first example of the mass end string, only in this case
no evidence had arisen to suggest that the "effect" probability was less
tha.'1 uni ty.

So i,t would seem
ree.sonable to suppose
that for each one of us
our deductive capability
is based on a vast complex
of personal "cause end
effect" associations
which are probabilistic
in nature and which are
experiencing continuous
updating. ',Ve might
picture this complex of
associations as a massive
mul tidimensional net
where the knots are the
"uni ts of recogni tion",
the independent ideas,
end the strings represent
the associátive li~~s
between these ideas. The
principle is illustrated
in Figure i.
The multidiensional
concept opens up the

~gure i. The Associative Mind possibility for there to
be many different
association routes li~king

two units of recognition (uor's). The conscious i:ind appea.rs to move treely
over this net like a tr~velling frame, centring i tself over each successive
uor as the associative linking permits. .'/here a given uor has ? number of
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alternative association links, for example where a "cause" has several
possible "effects", the frame roust expand to bring in the varous
possibilities and consider their relative likelyhoods. The concept is
illustrated in Figure 2 TIhere the frame has centred on uor A and expanded
to review the associated uor' s B, C, D and E. Their relative likelyhoods,

as experienced by the
mind depicted in this
example, are represented
in terms of distance from
A. So as the frame
progressively expands the
less frequently experienced,
and therefore more weakly
associated uor' s come
into view. The process
of expanding the frame i8
bath time consuming and
energy consuming and the
more intently i t is
pursued the more 1s the
mind aware of the exercise
of a conscious thought
process. The ultimate
expansion of the frÐle is
alost certainly a
fundamental requisite of
controlled lateral thinking,
is extremely fatiguing
and can be sustained. only
in short intervals. How-

ever, normally this so called "viewing frame" of the conscious mind will not
require excessive expansion in order to proceed purposefully through the
multidimensional field of uor' s. That is to say, the normal nrocess of
thought is relatively rapid and effortless.

. /
'. "\._. \

Figure 2. The Process of ThouÄht.

Where a particula. "cAuse" uar has only ane possible associative link
to an "effect" uor the conscious viewing frame transports betvieen the two
involuntarily and, in thin.lcing tenns, instantaneously. This instantaneous
transition is, in effect, reflex thought and because of the absence of a
decision-operation does not incite conscious awareness of ~ts process. It
i5 the ultimate in leart response and undoubtedly forms the basis of our
high speed processes like speech, reading, wri ting and even vision i tself.
It is quite possible that the majority of uor's in the brain are of this
single transition type; however, it is only those which have multiple
transi tion possibili ties whieh inci te conscious awareness by indueing the
decision-process of thought.

The process of learng aceurs when through the senses the mi."ld can
experience and link uor' s. However, i t is apparent that the experience
must be repeated many times befare the reflex response is achieved. Figure

3. sho'.S an analagaus illustration of the growth of assaciation links. Uni ts
of recogn tion, A and 3, &.re introduced to the mind 8,8 aS8ocie.tively linked.

A and 3 carr a large number of potential links and each time the association
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B

is re-experienced (this
could be simulated by
conscious internal repetition)
so a further li~~ is
established. With each
further attaohment the
associative transition speed
between A and B is increased-
until finally, wi th the
oommi ttment of the last

available link, reflex speed
is achieved. In the same
process the possibili ty of
linking associatively else-
where becomes progressively
reduced until finally A is
totally eclipsed by B. For
aii ~ntent8 and purposes the
two have become one. A child
lears i ts "times tables't by
dint of this repetitive
process. h X 7 = 42; there
is no other possibili ty.

A

Figure 3. The Strength of Associations

Given the validity of the proposition that we lear by observing
assooiative relationships i t does not follow that in the same process vre
understand the mechanisms of these observed associations. The utter
conviction a person may have that glass, as a material, forms an impervious
barer to water is merely the outcome of repeated observation of this
phenomenon. The observer' s mastery of the fact in no way enables him to

exlain the mechansm by which it comes about. The cause and effect basis
,of knowledge, if it is to be 80 firm foundation for deductive reasoning
requres that each associative link should be conditioned by all those
f actors whioh determine i ts certainty. In practice of course these con-
di tioning factors are only partially observed and consequently i t is found
that one oa.use ma,v call up in the mind one of several possible effects; in

any given instance it is not possible to say with certaínty which one it will
be. However, 80 given person will have his own conviction as to which out-

come is the most likely. Figure 4 illustrates the process. Suppose the
"cause" uor is A with associative li~~s to alternative "effect" uor' s B ana
c. Suppose also, in this person' s experience, B has' occurred twice as often
a.s C. Thus there will be twce 80S many associative links between A and B
80S between A and C; B therefore will register a stronger associative
experience than C. It is by this means that the mind generates conviction
as to the most likely outcome. It is important to note that the absolute
strength of the association between, sey A and B is not a factor which has
meanine in the mind - it is the relative strengths of the li~"!s AB and AC
which register consciously. This is clearly demonstrated by the fact that
we judge in the comparson domain with ease but are generally poor 7Ihen it
comes to judgment .in the absolute domaín. In fact i t is alost certain that
an ability to judge absolute quanti ties is accomplished by firstly learing
a register of oalibrated faotors so that the exercise in effect continues
to operate in the comparison domain.



The multi dimensional
structure of associated
"uni ts of recogni ti on" which

/ represents the total register
of a person l s accumulated
experience is, of course,
that person l s memo~. The
toregoing postulations have
suggested that this structure'

is also the foundation and
mechansm of a person l s
deducti ve and conscious
thought processes. The
conscious mind has been
depicted as a viewing frame
which traverses this
structure, resolving and
pursuing the routes of
strongest association, back
and forth, until a required
answer is resolved. It would
seem that, the"viewing frame"
retains a short term

( typically \ in the order of
10 seconds) image of its

imediately previous whereabouts to enable a retracing of the steps should
a particular pur5ui t prove frui tless -- the feature which we would consciously
describe as our short term memo~.
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Figure li. The Process of Judgment

The total associative structure acts in co-operation with the senses
to establish an inner picture of the world which is outside. We live not
with reality itself but with our individual end internally constructed
images of reali ty .

Communication

It is perhaps more than obvious to s~ that wi thout the senses the
brain, trom the human point of view, would be simply a piece of' vegetation.
The associative structure which i5 the core ot our awareness is entirely
dependent on, end at the same tie linii ted by, the powers of our senses.
From the moment that as an, emb~o we come into being, the senses act on
the brei to supply the associati ve links which build up our patterns of
recognition. The task of building up the associative structure of the mind
i5 inconceivably enormous. It is not surprising that several years of
contact are required before a consistent end workable model of the environment

about us is developed in the mind. Perhaps the accomplishment of this stage
i5 5ignified by the commencement of consciou5 memorJ.

Communication theretore i5 an old friend. It is the life blood of the
senses and the food of the mind. It originally provided the brain with the
mental models of i ts environment and i t unceasingly continue5 to update thi s
information to provide a dynamic awareness of each rrßm ent i 5 existential state.
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Commcation comes in many forms, covering the full spectru from being
forced irresistably upon us to that which is casually observed or
consciously sought. But however i t impinges upon the brain, if the
communcation is to be comprehensible it must accord with our repertoire
cf understanding. A regularly f'ashing light in the darkness is observable,
it is communication but, of itself, it has no meaning. However, if the
observer is on a ship at sea the communication is at once of the utmost
signficance. Therefore our mental models are essential to interpret
communication but, by the same token, will also limit the interpretation
which we can make. In effect the mental model enables an assumption to be
made about the intelligence being conveyed. The assumption may be in fact
a set of possible assumptions, each weighted in terms of I ikelyhoo d, but
whatever form i ttakes i twill serve as the basis for updating the current
mental model of our perceived environment, the surrounding system.

An analyst, studying the sequence of operations on a process plant,
if he is to predict the action which a particular communication inci tes in

a process operato~ firstly must have a close knowledge of the general mental
model caried by the operator and secondly he must trace the
current state of updating imediately before the communication arrives.
This would appear to be the only basis on which meanngful predictive
analysis can be carried out. It in the course of a systema.ticstudy of
this type the analyst CEln show that the associative "cause end effectlt
response in the operator produces "effects" which are decisively wrong or
are simply indecisive then he must conclude either that improvements must
be made in the base mental model of the system as cared by the operator
or that the communication scenario i tself has proved inadequate. Exerience
teIls us thatinadequacies in both areas become paramount whenever the
ltnormal'l sJ"steÌn develops an abnormality. Designers do not always recognise
the need to make special provision for communicating abnormalities to the
operatives. The training of operatives is not always geared to registering,
end from time to time reinforcing, the necessa,ry cause end effect models
associated with such abnormalities.

I SENDER I

,.~ /REWVER I

Having discussed the
essential rale of the mental
model for correctly
interpreting communic ation
from the receiver' s point
of view i t is as weIl to
consider also the situation
with respect to the sender.
The sender attempts to
register inormation wi th
the receiver, indicated by
the fo~vard transmission i AI
in Figure 5. If he i5
successful the state of mind
of the receiver is thereby
updated. But in his turn
the receiver should feed
back to the sender (return
trênsmission i 3 i ) that the
information has been fully

A: Receiver registers and understands
sent information

B: Sender knows thnt receiver has
registered and understands sent
information.

Figura. 5. The Ideal Communic2.tion Cycle.
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received and understood. Wi thout this feed ,back the sender ,tlll not know
the state of mind of the receiver and therefore to this erlent his mental
model of the total system about him will have beoome uncertain. The
requirement is fundamental. In praotice the feed back tends to be circum-
stantial. If we say to a man wh~ is ruing, "Carry on ru"lng: 11, the fe.ct
that he continues to run may tempt us to assume that he is complying with a.
communoation successtully received. Such an assumption, based on observation.
however is groundiess. If, on the other hand, we say "Stop: il and he does
immediately stop we are convinced, and wi th good reason, the.t the commun-
cation was successfUlly received. The assumption could still be wrong but
we DOll have a substantial weight of probability on our side in favour.
Nevertheless i t would be dangerous to use this as an axiom; however, the
corollar can be stated without risk,

'Continuation of this present state
of existance by the receiver canot
be taken as confirmation of' information
received if that same information did
not command an immediate and evident
change of' state. t

The analyst, in tracing the sequence of communication ßtates which
occur in an operating cycle, must identify not only whatthe receivers'
know at each succeeding system state but also what the senders perceive
the receivers to know. Once again the exercise is at its most fruitfUl
when considered in the context of existant system abnormalities. There
is li ttle doubt that the establishment of positive feed back confirmation
is the aspect of communcation which is most vulnerable to neglect by
system designers. An ideal example of where this has not been neglected
is the telex system where the message typed onto the keyboard of the sending
machine is reproduced on the 'sending' platon as areturn copy f'rom the
receiving machie.,

From the sender' s point of view communication may be divided into
the following general categories,

(1) A command requiring current action.

(2) A command requiring action at a specified occasion in
the future.

(3) Information to be used as the receiver decides.

(4) A question.

The "question" form of' category (4) effectively reverses the roles
between sender and receiver, the receiver Of the question thereafter taking
the part of the sender - he may become a sender in eny one of the categories

(1) to (3). Category (1) communications ai to a1 ter system states in
,present time while category (2) and category (3) communications prime the
receiver for future alterations of system state. Of particular interest is
how the ideal communication cycle (Figure 5) can be achieved in the case
of communications which rela.te to future action: Category (2) end category

(3) communica tions, if of a transient form, are suscepti bl e to being
forgotten by a hum~n receiver. It is therefore frequent practice for the
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sender to employ some inanate device which continuously displays the
information until ei ther the receiver acts upon i t or the information is
no longer applicable. Ideally the receiver would himself cancell the
display by executing the action which it coin,unicates, this, in turn,
fee ding back to the sender. The London underground railways make extensive
use of this principle in their aspect light signalling systems. Norma.ly
a signal light shows the danger colour "red" which means "stop". When the
signalan perceives that the line is clear for ~~ expected train he alters
the signal light to "green", this then becoming a category (2) communication.
On passing the signal the train automatically returs the signal light to
"red", this action being observable by the signalan.

This use of an inanimate "message carier" is not wi thout i ts short-
comings. First of all the receiver loses positive identification of the
original sender - in this respect he must make enassumption. Secondly
should circumstances alter the validi ty of a "set" communication the sender
must take positive action to cancell - he may weIl forget. Thirdly, the
receiver himself may omit to cancell the communcation, thereby creating
a contradiction between actual state and indicated state. Enterprising
design can do much to alleviate these possibilities.

The foregoing discussions have concerned themselves principally wi th
the interpretation end feedback of information. However, fully inter-
pretable inormation may be originated, perfectly trensmi tted and yet fail
to be received. To be taken into account here is the receptiveness of
the receiver - broadly speaking this can be spli t into three categories

(given the collective acrony CUE).

C - Consciously seeking the communication

(a driver looking for a road siga).

U - Unprepared - the communication would be a surprise

(a driver finding a tree across the road).

E - Exectant ~ the communcation is awai ted but not sought

(a drver reaching a set of traffic lights).

The mental model whichthe receiver currently caries will determine
the CUE level of receptivity which he offers to a given communication.
Broadly speaking, to improve the probability of successful reception the
U-categon receiver requires the information to be s.ent with'high conspicuity
and wi th extended time for assimulation. These requirements may be
progressively de-rated for the E and C category receivers. Since it is
the occurrence of abnormal operating stetes in a system which will tend
to find the operators in the U-category of receptivity it is obviously
important that strong and distinguishing means shouid be proviaed for
communicating these states. Perheps it is the systems analyst who can
identify the abnormal states which should be communicatedj it is certainly
the system designer who must provide the means.

Thus aprerequisite for effective communication is that its form and
infonnation content should fall wi thin the repertoire of understending of
the receiver. This repertoire of understanding is defined by the existent
system models carried in the mind. The communic8tion~ as interpreted within
the constraints of these models, is used to update the receiver' s perception
of system state. The importance of feeding back a "communications receipt"



- 769 -

to the sender has also been highlighted as essential to correctly update
his, the sender' s, perception of system state. Categories of immediate
end delp;yed communcation have been defined 8nd in the latter context the
pros and cons of the "inanate messenger" have been discussed. Finally
mention has been madeof the CUE resceptivity levels of the receiver and
the implications these have on the forms of communications which are
required.

Communcations Analysis

Communoa~ions analysis is a step by step tracing of the alignent
between actual system state and the system state as peroeived at any time
by the operators. In effect it is an analysis of the oommunication links
which preserve this alignent. The analyst must discipline the study by
the assumed mental models he attributes to the members of the operating
team; most importantly he must deduce at each stage not only what each
operator knows or assumes (the "probabili tylt model) about the system state.
but also what eaoh operator believes to be the states of knowledge of the
other operators.

The teohnique is best illustrated by reference to an aC tu al system
analysis. The system chosen for this example is a Bri tish railways
signalling system, a system which was in use in the middle of the last
century. 'B taking a system from the past we have the advantage of knowing
something of its performance hiatory.

The essential oomponents of the system are illustrated in Figure 6.
Essentially it constituted an information system designed to prevent the
possibility of a rear end collision between two trains in a tunnel. The
i.dea was simply to penni t only one train at a time to occupy the tunel in

£1t7æANCE 1 ENT!?Nce .2

Fiimre 6. Si gna1lin~ Arrangements for Rear En¿ Collision Prevention
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an one direction. Trains travelling in opposite d.rections would be
permitted to pass in the tunel. A signalaI, in his cabin, wa.s situated
at each end of the tunel. A trai entering either end of the tunel would
be observed by the signalen there who woulñ. imediately notify the signal-
man at the other end. This second signalen 710uld watch for the emerging
train and then imediately notify the first signalen. Meantime i t was the
first si gnalan , s responsibility to prevent a second train from entering the
tuel until he received the 'tunnel clear' information. Each signalen
oommunicated wi th en approaching train by means of a semaphore signal
situated some 300 metres from his box end the tunel entrance. Normally
these signals displayed the "danger" indication (semaphore arm horizontal).
When the tunnel was olear end he saw a train approaohing the signalen would
olear his semaphore signal (semaphore arm rlüsed) thereby signalling the
right of way to the drver. On passing the signal the train operated a
treadle on the rail which automatically reset the signal to the "danger"
p05i tion. Should the tunnel not be clear on the approach of a train the
signal would be left at da.nger and the drver, observing thi5, would stop
at the signal box until permi tted to proceed. Each signalan was supplied
with a wbite and a red flag for direct communication with the drivers. In
addition, should the treadle fail to reset the semaphore signal to danger on
the passing of' a train a waring bell would ring in the signalan 's cabin.

The two signalen communicated wi th each other by meens of a pair of
electrica1ly connected'!eeaie telegraphlt instruents. The normal position
. for leverand needle was central. Operating the lever to the right or left
gave the"train in tuel" or "tunnel clear" signal, the needles in both
instruents inclining to the right or left accordingly. In addition, the
single-beat bell at the recei ving instruent would respond. By use of bell
codes a limi ted set oi' add. tionai communications between the signalen was
possible. Finally, each signalman possessed a set of time-tables end a clock.

Figure 7. i5 the communcation diagram which traces the sequential
oommunication states as a train is worked through the tunnel. The two
system states, designated A and B, are respectively "tunnel clear" end "train
in tunnel ". The communication stages are symbolised by arrowheads: a black
arrowhead indicates a positive and specific act of communication. a white
arrowhead indicates that the communcation is an act of observation by the
receiver. 71en a signalmen communcates wi th a drver via the semaphore
signal (this is a category (2) communication as defined in the previous
section of this paper) the communication act is split into two phases,

(i) between signalan end signal, (ii) between signal and drver. The same
principle is applied to the nee'dle telegraph instruents. Thus the train
drver on observng the semaphore signal to be raised, concludes that the
tunnel is clear, state "A", concludes that the semaphore signal knows this
fact, state "A", end assumes that the signl"..an also knows this fact, state
"a". The assumption is made on the basis thp',t the driver' s mental model of'
the system telJs him that i t is the signalan who is deputed to put the signal
to "clear" . The use of capi tal and sma.ll letters for the operators'
knowledge of system states differentiates between directly communicated
.~owledge end that which is assumed. The perceived system states are sys-

tematically listed for all
the operators.51
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Dl
D2
D3

Signalan at entrance 1
Signalan at entrance 2
dri ver of first train
ariver of second train
driver of third train

Is semaphore signal
It : needle telegraph

The operators t designat,ed

symbols are given opposite.

Indicators system
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The use of oapi tals ¿na small letters in the oase of these symbols
serves to discriminate between, for example, the system state perceived
by SI ~d the system state which Sl believes 52 percei ves.

In building up the diagram the peeivaì state chgæ are nced as they ooeur.
At any position, however, a total inventory of the operators' perceptions
can be sumarised merely by calling down each last reoorded state. In
Figue 7 perception-sumaries have been made at each switching of actual
system state. The' dash' symbol indicates the 'neutral' st~te of ~ina,
the symbol t 0' indicates 'out of the control area of the system' end the
_ symbol represents this same control area. Thus,. ~ Dl means that the
driver of train lobserves that he is approaching the tunnel control area.
The use of' a question mark symbolises the "question" ca:tegory of communi-
cation. (Category (4) in the previous section of this paper).

The normal system operating cycle is systematically traced and proved
in Figure 7 where it can be seen tha.t st::ge 1 end stage 20 in the cOl!uni-
cation sequence p..e identical. The communication diagram may ùso be used
to check whether there are similar or identical intermediary stages wi thin
the perception of each operator. These present potential opportunities for
sequence skip errors, liable to arse following some interrption or
distraction.

However, the principle use of the diagra~ is to trace the developments
following some some system state abnormali ty. ~igure 8 illustrates a
possible sequence following a failure of the first train to successfully
reset the se~aphore signal to "danger" - stage 7 in the communication
sequence. The sequence of Figure 8 is pursued using a logical application
of the operl',tors' mental models of the system wi th which they are dealinn;.
This particular sequence is gi ven as i t was one which actually oocurred in
Cla.yton tunel on the Brighton to London line. On Sunt'a., 25th August,
l8h.l, a violent reaX end colli sion caused 23 deaths and 176 serious injuries.
It is ironie to note that wi thout the signalling system the particular
aecident would not have occurred.

The sequence, briefly, was this. Train 1 approached a clear tunnel end
wa.s signalled to proceed by signalman 1. However, the passint. tra.in faileò
to reset the semaphore sighal to danger and immediately the warng bell rang
in signa1Lan l's cabin. Before dealing with this, signalman 1 sent the
"trai-in-tunel" signal to signalan 2 who acknowledged. Then signalan 1
turned his, attention to the semaphore signal only to find that train 2 already
had passèd the signal and was about to pass his cabin. In great hurry he
displayed his red nag as the train entered the tunel. He then had no meens
of knowing wh ether or not the driver of train 2 had seen his danger flag.
He again sent the "train-in-tunel" signal to signalan 2. wlio again ackno-
wledged. Signalan 1 hoped that signalman 2 had registered "two trains in
tuel". Signalen 2 apparently concluded the,t his first a.knowledgment had
not been recei ved end so the signal had been repeated. In due course train
i emerged from the tunel end signalan 2 sent the "tunnel clearll signal.
Signalan i concludedthnt both trains had passed through and permi tted the
entry of a third train which had now approached. The driver of train 2
however had seen the red flag, had stopped in the tunnel end was in the
process of reversing back out .......
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Psychological Error l.!echanisms

At first sight the numbers of ways in which we can make errors in
our minute by minute progression through life would appear to be enormous;
and yet, in verlous guises, certain basic mechanisms occur again and again.
One has already received considerable attention in previous seetions of
this pEl.per - namely, the problem of communication - and no more need be
said here. However, three other meehansms are worth mention since every-
one of us will have regularly experienced at least two of these and the
third is arecurring factor in many accident situations.

(i) Memory failure: A pan of milk .is placed on the stove and heated. In
many households the ehances are barely less than one in three that the milk
will boilover before the heat is removed. It appears to be a regularly
occurrng situation of memory failure. Wi th very mueh more severe resul ts
railway signalmen have temporarily rOuted a goods train onto a mein line,
have then forgotten the fact and have subsequently signalled an express
through on the same line. It became a well known hazard and led to a variety
of safe guerds to prevent i ts occurrence. Recent analysis of Ameriean
Licencee Event Reports (LER's) for nuclear plants have revealed the same
mechanism as the human error (the so called unrelated task error) which most
frequently oceurs.

In the section of this paper which diseusses the strocturing of mental
models the mind is described as a vast multidimensional associative strocture,
like astring net where t.he knots are ideas (units of reeognition) and the
strigs are the associative links between them.The conscious mind, like a
viewing frame tracks from idea to idea, as the associative links d1ctate,
and in its tracking process preserves only a short-lived image of where it
has been. Thus, if we pursue a task to a certain stage and then for one or
other reason break off to undertake another task, if this second task
requires a new train of thought and also endures for more than, say 10-15
seconds, the memory of the firs-t task will have completely gone. We are
then dependent unon the presence of an eftective external cue (one which can
communicate wi th a U-category receiver, as detined in the seetion headed

'Coinunication) to re-as50cia,te with this first task. The boiling over of
milk is one such eue. Normpiiy these eues are present in our daily aetions,
and we are reca11ed to tasks wi thout being aware ot the means by which this
occurred. ~e simply assume that we "rememberedlf. In certain cases the
necessar eue may arise in the internal mental processes wi thout external
prompting but it i5 a chance affair.

Given that the foregoing explanations are eorreet the likelyhood of
memory failure will be greatly reduced it in situations where parallel
operational tasks are identified, the designer ensures the presence of eues
which are both relevant and boldly conspieuous.

(ii) Pre-experience ta~e-over. This phenomenon has been known to oceur at
times of heightened relaxation on the part of the operative. However, i t
is more frequently assoeiated with instances of heavy time stress when the
operativè is ~ttempting to respond repinly to e~ emergency situation. In
Figure 2 there is depicted the process of thought in which the viewing frame
of the conscious mind expands to ta~e in the less and less strongly

associnted 'uni ts of recogni tion' . It is suggesterl that this expansion
process consumes time end enervi; nei ther of ~hieh are willingly spared
at the instant of a perceived emergency. It is perhaps a fair 8neiO~1 to
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suggest that where fast ment~i response is demanded the conscious mind
viewing frame is extremely reluctant to expand and therefore follows the
route of strongest association. If the strength of an earlier response
pattern has not become sirerceded the stage is set for pre-experience .take-
over.

One mi tigating approach which designers could adopt is to attempt to
standardise on emergency response patterns, pelticularly in the l~youts and
handling of emergency controls end indicators. Al terna,ti vely, the frequent
exercising of such responses in regularly repeating sessions ~ll work to
obli terate this phenomenon.

(iii) Risk blindness. In the event chain of many accidents can be detected
an action or lack of action which flew in the face of required safe practice.
It is the psychology which causes operators to run machines without safe-
guards, to take a host of short-outs in the avoidance of inconvenience. It
i s the logical outcome of a weighing of the hard fact of inconvenience on
one hand against some nebulous theory of risk on the other. In many cases
the operatives will not even know why a particular facet of safe practice
is specified. iYe do not easily foresee many moves ahead in the developing
pattern of events. Few operators will appreciate the significance of freely
sacrificing one link in the potential hazard chain.

Two positive steps can be ta~en to combat the mechanism of risk blind-
ness. Firstly, the reason for safe practice should be clearly advertised in '
each application; secondly, specific attention should be given to ways of
reducin~ the inconvenience of applying it.

Conclusions

A theory has been proposed relating to the structuring of mental models
and this theory used to account for a number of hum~n error mechanisms.
Communications amongst operators and the systems around them is seen as a
vital factor in the area of human error ~nd a technique, communications
analysis, is proposed as one approach to systematically preaicting the ways
in which actual system st~te and the operators' perceptions of that state
can get out of step e~d lead to catastrophe. To be most effective it is
expected that the analyst would apply communications analyst ,;i th an inter-
active computer system.Of particular importance i5 the ability to trace the
operator-system communication scenarios in various abnormal system
configurations.
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MEASUREMENT OF OPERATOR PERFORMCE

- AN EXPERIMENTAL SETUP

by

K. Netland

OE CD Halden Reactor Project

ABSTRACT

Without doubt, the human has to be considered as an important element

in a process control system, even if the degree of automation is extremely

high. Other elements, e.g. computer, displays, etc., can to a large extent

be described and quantified. The human (operator), however, is difficult to

descrlbe in a precise way,and it is just as difficult to predict his think-

ing and acting in a control room environment. Many factors influence his per-

formance, such as: experience, motivation, level of knowledge, training, con-

trol environment, job organization, etc. These factors with many others have

to a certain degree to be described before guidelines for design of the man-

process interfaces and the control room layout can be developed. For decades,

the psychological science has obtained knowledge of the human mind and beha-

viour. This knowledge should have the potential of a positive input on our

effort to described the factors influencing the operator performance. Even

if the human is complex, a better understanding of, his thinking and acting,

and a more precise description of the factors influencing his performance

can be obtained.

At OECD Halden Reactor Proj ect an experimental set-up for such studies

has been developed and implemented in the computer laboratory. The present

set-up includes elements as a computer- and display-based control room, a

simulator representing a nuclear power plant, training programe for the sub-

jects, and methods for the experiments.' Set-up modules allow reconfiguration

of experiments.

Paper to be presented at the Specialists' Meeting on
"Procedures and Systems for Assisting an Operator during

Normal and Anomalous Nuc1ear Power Plant Operation Situations".

Münich, Germany, 5th - 7th December, 1979.
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INTRODUCTION

The use of computer driven colour displays as information carrier in

control of corplex processes has shown an increasing trend in the last years.

The background for introducing such devices into the control room either as a

supplement to an already existing conventional instrumenta~ion or as the sole

man-process .interface is both of an economical character and adesire for a better'

and more safe control. The safe control, however, is also dependent on many

factors that relate to the performance of the control room operator and of the

other personnel that support the production. These factors are more or less

easy to measure ordescribe.

This paper describes sore work that are in progress or being planned

at the OECD Halden Reactor Proj ect for experimentally measurement of factors

that influence the operator' s performance in control of complex processes. The

ultimate aim of the experiments is to develop guidelines for design of colour

display based man-process interfaces that minimize human failures in super-

vision and control of such processes. Even if these studies of operator's

performance are based on extended use of computers andcolour monitors, the

knowledge gained of the human thinking and acting should be of interest also

for the design of other types of interfaces.

To develòp guidelines for designof colour displays, much effort has

still to be done, i.e. to evaluate the various hypotheses developed. These

evaluations have to be done experimentally in the most realistic environments

available, since testing directly on plants in operation can be too risky and

costly. The simulation studies will to a large extent be based on scenarios

where relevant operational problems can be investigated.

F ACTORS INFLUENCING OPERATOR PERFORMCE

It is difficult to describe in a precise way the human as an element of

a control system, and just as difficult to predict his thinking and acting in

all the diverse situations that can core up in a control environment. However,

to be able to describe and design his role as apart of the production process,

and to design a proper information system, it is a necessity to have knowledge

of the human behaviour. For decades the psychological sc ience has obtained
knowledge of the human mind and behaviour. By merging the experience and

knowledge of psychologists and process engineérs we will obviously ga in positive

resul ts in our efforts to design a more proper control room.
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Figure 1 indicates some of the factors that influence the humanperfor-

mance in controlling compl~x processes . Some of these are easy to control, while

others are more difficult to get hold of.

TRAINING:

INTERFACE:

- digitaL. ana log

- colours symbols

- density, redundancy

/
/ - process

- control system

- display systemTASKS:

- energy prod.

- system safety ~ INTERNAL FACTORS:

- age, experience

- level of knowledge

- attitude. preference

- motivation, emotion\ EXTERNAL FACTORS:

- organizational

- envi ronmental

- situationa I

Fig. 1. Factors Influencing Operator Performance

Internal Factors

This group contains factors such as emotion, experience and level of

knowledge of the relevant sciences. Regarded independently, these factors are

to a certain degree controllable, bu t specific combinations may be impossible

to obtain, e.g. young people with long experience or older people with keen

colour perception. Experience is normally a positive element, but can be of

negative influence when misunderstandings have been allowed to develop during

years of veiled malpractices caused by lack of retraining and refreshment of

process knowledge. Habit may be a negative factor in retraining operators for

a completely new type of control room. Perhaps recruitment of new, unbiased

personnel is more beneficial. The level of knowledge (formal education) can be

controlled through selection in recruitment, but higher level of education may

be contaminated by factors such as motivation and preferences.

The operator' s type of education and background influences his way of

"abstract thinking" and preferences for different displays. Information of plant
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status presented in mass-balance or energy-balance diagrames giving a direct

and pointed information, or in the traditional circuit diagrames is such an

example of different "levels of abstraction" .

Factors as attitude, preference, motivation and emotion are rather

difficult to control. They should therefore be considered having a certain

variance when designing control systems.

External Factors

Factors whithin this group are such as the physical environment (light,

temperature, etc.), the' organization model and the situational factors in the

control room. The physical environment can for normal operation be given a

neutral influence on the operator' s performance. The organizational aspect can

to a certain degree be given a positive form, but is obviously more complex

since elements such as the operator' s role, status andposition in the overall

organization has an impact. His position in the organization will also be

dependent to some degree on his level of education. In regard to the situational

factor: How is the operator' s actions influenced by disturbance of others pre-

sent in the control room, or what about his thinking and acting while in serious

plant anomalous si tuations?

The Influence of Training

This includes both the pre-operator training and the operator retraining

in control and supervision of the process in question. The training content and

how it is exercised is again dependent on other factors like the level of know-

ledge, the degree of automation of the control system and hence the operator' s

role in the whole production process. Coarsely, the operator performs his tasks

within three overlapping modes:

rule based (according to procedures)

knowledge based (his process knowledge)

skill based (his experience)

The performance level of rule and knowledge based actions can be increased by

the amount and qual i ty of training. The performance level of skill based actions,

on the other hand, depends mainly on the experience from the actual or similar

control room situations. Most of the tasks in supervision and control of complex

processes is rule based, which should give little room for the probability of
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mal-operations. This is true, however, only for pre-conceived situations. When

unforeseen situations occur, rule based actions may render unsafe or undesired

actions in contrast to knowledge based actions. Process knowledge is also a pre-

requisite for rule based actions in that it should at all times be known which

procedure to follow.

Another performance influencing factor is the understanding of the

control syste and the particular display system, e.g. to distinguish between

abnormal ~nd normal functioning of the automatic control system.

The Influence of Man-Process Interface

When driven by computers, colour displays as information carrier gives

a huge amount of possibilities in information presentation. However, bad dis-

play design and wrong use of colours and symbols can lead to misinterpretation

of the displayed information. Relative to a conventional control room, bad

design of a computer and display based information system can easily lead to

grave consequences. This assumption originates from the nature of the two

types of information presentation. A conventional control room has the nature

of parallel information presentation, i. e. th~ particular infomation is "some-

where" ever-present in the control room. In a computer driven display based

control room the information presentation is more based on operator requests

on a few display units; therefore a bad display design can "hide" relevant in-

formation.

To give the operator the tool for improved plant availability - and

safe operation of the plant, which such a computer and display based system

have the potential to, many new problems have to be solved. Such problems are

for instance information presentation in digital, analogue or functional form,

or any combination of these. The additional dimension of using colours dynami-

cally has to be correctly applied. Further, the objective information density -

or display load- depends on various factors like frequency of use and task load.

Redundant information, i. e. different variables indicating the same process

state, is possibly necessary for the operator for verification before he is
willing to decide a corrective action.

An autonomous problem area is how to present the current alarm situation

not only on a dedicated display unit, but also to reflect it through all pro-

cess information. In a conventional control room a huge amount of "alarms" are

always present on the annunciators. The operator has to analyse by himself
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which of these "alarms" are real or relevant. Application of computer programes

that analyses the "alarm pattern" can filter out the relevant alarms for display.

This can be one of the main advantages of computers in process applications.

ELEMNTS OF AN EXPERIMENTAL SET-UP

An experimental set-up has been designed and implemented in the com-

puter laboråtory at the Halden Reactor Project to study some of the factors

that influence the operator' s performance. In Figure 2 is indicated the main

elements included in the design, which can be summarized to:

computer and display based control room

digital simulator representing a nuclear pressurized water reactor

selection of subj ects to act as operators, and design of their
training
system for control and supervision of each particular experiment

development and implementation of hardware and software that are

specific for each particular experiment

Any redesign öf the various elements is obviously limited due to cost

and work capacity. Still many of the factors influencing operator' s performance

can be varied; the flexibility of the set-up should be reflected in the dis-

cussion of some of the main elements below.

PROCESS ~
EXPERIMENT

DESIGN

,# "
~

TRA I NI Ne. EXPERIMENT

CONTROl

Fig. 2. Elements in Experiment Set-Up
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Colour Display Based Control Room

The design of the experimental control room is based on long time

experience at the Institute. However, as seen from either the user (operator)

or from a pure technical point of view (designer), the design has obviously

changed during this period. The present control room architecture and the dis-

play and keyboard design reflect years of research in this field, see Figure 3.

Fig. 3. Colour Display Based Control Room

In the main control desk one module comprises a standard colour monitor,

a function keyboard, an alphanumeric keyboard, a pointing device (tracker ball),

a controller that supplies the monitor with colours and symbols; and finally a

computer that controls all these devices and communicate wåth all the computers

involved in tne set-up.

The colour ~onitors installed are of a professional type with high quality

characteristica on parameters like focusing and convergence. In order to verify

some of the technical data supplied by the manufacturer, the brightness level

and the spectral colour distribution has been measured physically. Thus, valu-

able data about the characteristica of the most frequently used colour monitors

exist at the Institute.
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The design of the function- and alphanumeric keyboards is based on ex-

perimentation and on industrial applications. The buttons on the function key-

board can be randomly grouped within a matrix of 8 by 20 buttons, the group

geometry can thus be adapted to any user requirement. The alphanumeric key-

board has a standard layout. As a pointing device the tracker ball has proved

itself very effective for addressing purposes in the picture, for manoeuvering

of valves, pumps and so on.

A semigraphic display controller is included in the communication

module. Semigraphic means that graphic displays are produced by combining ele-

ment symbols to a whole; e.g. a valve on a pipe-line is made of adjacent ele-

ment symbols, one for the valve and a number for the pipe-line. The screen

is arranged in a 48 by 64 matrix for element symbols; the controller can gene-

rate 16 foreground and 8 background colours simultaneously, while a much higher

number of colours is programble.

The arguments for having a separate computer in each of the modules are

based on design principles of a highly reliable computer structure. If one of

the modules fails, the operator can switch to an adjacent module without

restrictions in the man-process communication. Another main argument is to

minimize the response time on operator' s request.

Pressurized Water Reactor Simuiâtor

The simulation of the process, as it is seen by the operator, is done

to a rather realistically detailed level. The implemented simulator is based

on a development work done in Studsvik, Sweden, augmented with a detailed

feedwater system and an advanced playback system.

Included in the simulator are:

reactor core

primary cooling

three steam generators with feed water system

two turbines with generators and two condensors

chemical and volume control system

The system control includes automatic control of core, borating and

dilution, the feedwater system and turbine, the steam dump system and of the

reactor protection system.



- 787 -

The reactor core is simulated in the axial dimension only and includes

the neutronics and the fuel and coolant dynamics. The main pumps of the

primary coolant system will always be in operation, resulting in a constant

flow in all three main loops. The volume and pressure dynamics as weIl as the

boron concentration of the primary coolant are simulated. Each of the steam

generators has its own feedwater control system. Steam generator and hot weIl

levels are ~aintained either automatically, or manually through operator con-

trol of valves and pumps. Each of the two turbines are controlled by separate

control systems. The reactor protection system can induce reactor trip and

turbine runback, and can block control rod withdrawal.

The dynamic simulation is initiated from a separate terminal. It can

be freezed at any time and for any period to allow procedural or operational

discussions. The playback facility renders the possibility to recall any situ-

ation or event. All data included in a complete experimental run, both pro-

cess history and man-process communication, is stored continuously on a disk

file. This facility is of special interest when the socalied 'confrontation

method" is applied (described later in this paper).

Malfunctions can be initiated by the experimental supervisor from a

separate terminal. The following malfunctions are presently simulated:

turbine trip
load rejection

condensor fault

illegal opening of dump valve

electrical grid disturbance

fault in feedwater controller

primary system leakage

control rod droppage

faulty automatic rod control

faulty pumps and valves (p~p stoppage, stuck valves, etc.)
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r-

Fig. 4. Pressurized Water Reactor simulator

Selection and Training of Subjects

As stated above, the man-process interface design depends on various

factors. To be able to study the influence of each of these factors on the

operator performance, groups of subj ects with different background and ex-

perience will act as operators. The Institute is in contact with different

organizations in the vicinity that may offer a range of subjects, e.g. a

college for process engineers, a computer science college and the operators

of the reactor plant.

Prior to the actual experimentation the subjects are trained sufficiently

for the necessary understanding of the process and for the familiarity with

the existing man-process interface. A training programe has been developed

to prepare the subj ects as reactor operators for particular experimental de-

signs. The theoretical part of the training intends to give a basic process

understanding up to a level where elementary operating tasks and plant dis-

turbances can be handled. Dependent upon the subjects' background and level

of process knowledge, this training may span from the fundamentals of the

functioning of various plant components in the circuits to a global compre-

hension of the relation between the sub-circuits and the resul tant final output.
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The practicalpart concentrates on the man-rpocess cormunication so that the

process control system and execution of manual control is conceived, the

various possibilities for information flow such as status information and

alarm pattern is highlighted.

The main i tems of the developed training programe are:

. a general orientation and background survey for the current

experiment and description of the existing set-up characteristica

nuclear physics, from the nature of the nucleus and the phenomenon

of fission, via reactivity and criticality concepts to the condi-

tions for maintaining a chain reaction

description of the various process systems and the plant compo-

nents, their identification and symbolic representation in dis-

plays; the alarm philosophy and presentation

an outline of safety philosophies and the use of procedures and

manuals

practical training in man-process cormunication in the current

contro 1 room

EXPERIMENTS BASED ON "CONFRONTATION METHOD"

During the past years a cooperation between organi zations wi thin the
Nordic countries has resulted in a data accumulation of control room operator

functioning. These data have led to the formation, planning and design of a

series of experiments in order to study the factors of human performnce and

reliability related to computer based control rooms with colour displays.

In some experiments already performed the method used may be identified

as the so-called "Confrontation Method". In this particular set-up (see Fig. 5)

is implied that a subj ect performs a predefined operationa~ task. While doing

so, the experimental supervisor may introduce a plant malfunctioning that should

be seen, identified and corrected by the subj ect. All process data and the

subj ect' s actions are logged on file. A number of plant parameters and all
actions are additionally logged on-line on hard-copy units.

From the filed da ta the process history and the subject~ actions can

be replayed. Thus, the experimental supervisors (a psychologist and a process

engineer) can confront the subject with every action done and the subsequent

concequences, and inquire why so and so was done in the various situations.
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It is hypothesized that in this way the subj ect will reveal the structure of

his mental model of the process, and his way of handling the task situation

based on the current displays.

As indicated above and shown in Fig. 5 the experimental run is followed

by a replay. The subject is active during the first part and passive during the

replay where any intluence on the process history is inhibited. The replay of.

a particular experimental run can be repeated anytime and for an unlimited

number of times.

An initial series of experiments with a group of computer science students

acting as operators has already been run through (see photo below). The resul-

ting data are currently under study. The design of a new series of experiments

has been initiated, this time with operators of the Halden Reactor acting as

subjects. These series are scheduled to take place early next year.

;) experimental run

l replay

Control- room
datac:: :)

L

Control-room
data

Operator
actions

SIMULATOR
AND OPERATOR
ACTION FILE

l

.: DATA

BASE

c:: ;)
Simulator i

data

SUBJE.CT (operator)

SIMULATOR

MAIN
PARA-
METERS O DEVE.NT

LOG

Simulator control EXPERIMENT SUPERVISOR

Fig. 5. Structure of the "Confrontation Method" Set-Up
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Fig. 6. Subj ec t and Experimenter discussing the Event
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PROCEDURES FOR THE OPERATOR - THEIR ROLE AND SUPPORT

L. P. Goodstein
RisØ National Laboratory

DK 4000 Roskilde, Denmark

INTRODUCTION

Wri tten procedures play an importa~t role in the control by

management and regulatory authorities of costly and potentially

hazardous facili ties. For example, in the Uni ted States nuclear

field, there exists the legal requirement that "activities af-

fecting quali ty shall be prescribed by documented instructions,

procedures or drawings .... (These) shall include appropriate

quantitative or qualitative acceptance criteria for determining

that important activities have been satisfactorily accomplished"

(1). This requirement is reflected in working specifications

such as ANSI N18 ..7 (1976) covering "Administrative Controls and

Quali ty Assurance for the Operational Phase of Nuclear Power

Plants" which, among other things, covers the preparation of

instructions and procedures. Applicable types of procedures in-

clude:

systems procedures (energizing, filling, draining...)

general plant procedures (startup, shutdown, power oper-

ation and load changing , fuel handling, process monitoring)

maintenance

radiation control

calibration and test
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.chemical-radiochemical control '

emergency

test and inspection

In the eyes of i ts designer or regulatory auditor, a procedure

is, by definition (2),

"a manner of proceeding in any action or process and implies a
formal set method of conducting affairs. Properly prepared,
tested, and used, written procedures standardize the conduct of
operations, eliminating, to a great degree, the influence of
"personal preference" by applying emphasis on the order in which
operations are to be performed, thus accomplishing the task the
same way every time, in accordance wi th an approved method.
Written procedures provide qualitative and quantitative guides
by which the satisfactory accomplishment of the task can be
measured, items requiring increased cognizance are flagged, and
expected responses or results are indicated, thus allowing
operators to rely less on memory and to concentrate on evolutions
in progress".

In practise, of course, there often arise conflicts between, on

the one hand, the desire for a "formai set method of conducting

affairs" and, on the other hand,

(a) the involvement of humans in carrying out procedures

(b) the dynamic environment which characterizes a typical

modern industrial process plant.

Analyses of event reports will readily substantiate the exist-

ence of these conflicts in the form of so-called "procedural

errors" and the like. The situation in the U. S. was character-

-ized by NRcas follows (3):

1. A significant fraction of the event reports reported
to NRC for the past several years is attributed to op-
erator error. We believe that deficiencies in procedures
are one of the major contributing causes.
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2. Our inspectors find it necessary to do far too much
"jaw boning" about procedures in the field.

3. A significant portionof the i tems of noncompliance
found during inspections invol ves procedures.

4. The development of procedures is relegated to nearly
last place in preoperational preparations of most li-
censees. . . .. NRC must then mount a tremendous last-
minute review effort prior to finding a facili ty com-
plete. In several ca ses ; startup delays have resul ted.
We are sensi ti ve in this area and cannot consider a
facili ty ready for operation wi thout asound procedural
base.

5. We find instances where personnel have failed to follow
procedures.

In the light of this experience, i t can be useful to take a

fresh look at procedures by first examining the operator' s work

si tuation, his behavioral characteristics and then at his need
for suitable support, for example, in the form of procedures -

and all of this in light of his responsiblities for monitoring

and controlling adynamie, complex and occasionally unpredict-

able process. An added impetus for doing this exists in the form

of the process computer and the possibili ties which i t offers
for providing support for procedures. This paper concludes wi th

abrief description of such an application.

THE . OPERATOR' S WORK SITUATION ANDTHE ROLE OF PROCEDURES

In our studies of the human operator (see, for example (4) -

(7) ), we have treated the human as an information processing
system and have sought to aescribe his possible behavior in

terms of concepts such as:
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- operator models or representations of plant properties

- operator-utilized data categories

- operator strategies for utilization of these data in the

light of his knowledge and skills and his goal.

One resul t of this work has been a framework for studying the

operator i sinteraction wi th the plant in the performance of a
diagnostic task. This ladder representation taken from (5) and

shown in simplified form on Fig. 1 locates and connects the vari-

ous elements which comprise the complete cycle of diagnosis .

FIG.1.

Thus, in response to an 11 alert 11 in the form of an alarm or from
normal monitoring, the operator essentially traverses the left

leg of the ladder in an upwards direction as he observes the

available data, identifies the plant state and, on the basis of

current goals, standard operational practice, etc. selects the

appropriate target state (shutdown, setback , . .) for averting/

correcting the identified situation. Then the right leg is trav-

ersed in a downward direction as the operator plans the necess-
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ary set of tasks and thereafter executes the sequences of actions

required to achieve the target state. Traversing the two legs of

the ladder reflects different forms for activity. Coming down the

right leg, the operator' s data processing proceeds from the gen-

eral to the specific. That is, the present state is....; con-

ditions are .. . . . . , what sequence of operations on the plant is

necessary in order to reach the target state. Thus the operator

is concerned wi th the planning and carrying out of a set of

tactical maneuvers structured on the basis of operational pro-

cedures made up of operator~independent sets of rules for pro-

ceeding from a given state to another given state by means of a

series of prescribed actions and manipulations wi th respect to

the plant.

This stressing of on the plant is to emphasize a primary differ-

ence between, on the one hand, right leg tactics for plant con-
\

trol and, on the other, left leg strategies which underlie the

operator' s own interna 1 speculations about possible plant state (s)
which could account for the perceived data. Left leg processing

can thus be said to be operator~centered - as opposed to the

plant - and comprises elements of observing, weighing, inferring,

testing and evaluating which, especially in non-stereotyped

situations, (should) reflect a conscious, goal-controlled ac-

tivity drawing heavily on a solid base of plant knowledge. Be-

ing highly operator-dependent, the very nature of this type of

data processing makes i t qui te incompatible wi th the idea of
proceduralization as defined, for example, in (2).

Humans are flexible, adaptive and subj ect to considerable varia-

bility. They are adept at improvising but, as a result, their
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behavior is not always predictable. Depending on one' s view-

point, therefore, operators are usually ernployed because of (or

in spite of) these characteristics - firstly, to co-function

with the automatie control system in carrying out the normal

daily routines and for dealing wi th foreseen disturbances and,

secondly, to cope with the rare and possibly critical situations

which the designer did not consider. Besides giving rise to

potential problems with regard to the sharing of responsibility

between operator and designer, the above spectrum of acti vi ties
can have other disadvantages . For example" the skills attained

in connection wi th daily operations and rninor disturbances may

not be applicable or indeed can conflict with those required for

dealing wi th rare and unfamiliar events. This state of affairs

has led to the description of the operator/pilot' s job as con-

sisting of 99% boredom and 1% sheer terror (12).

Analyses of event reports (8) tend to verify this in that, in

everyday tasks, errors are concentrated by far on planning,

recall and execution of procedures - i. e., in connection wi th

right leg activites. For example, if a procedure is repeated

often enough, its execution will become automatie and efficient

wi th the danger that occasional deviations from normal which

might affect ei ther the selection or the execution of the pro-

cedure may not be responded to. In addition, interference among

similar procedures can occur. Reliance on memory can be disas-

trous. On the other hand, problems with identification do not

not appear to be prevalen t.

However, errors in connection with major accidents (rare events)

can often be referred back to left leg activities in that oper-



- 802 -

ators are unable to utilize the available information collec-

tively in a functional context to make inferences about system

state. Instead, they rely heavily on individual indicators

which, wi th experience and training, have become the principal

signs of familiar operational states.

- better procedural support for right-leg activities

- better and more integrated' displays of plant state and

properties for left-leg activi.ties.

These resul ts demonstrate that there are at least two areas

with an obvious need for improvement:

The rest of this paper will deal with the first of these. For

a discussion of the second, see (9) where a sui table set of
design cri teria for man-machine systems are introduced and

discussed within the context of a control room interface design.

COMPUTER-BASED PROCEDURAL SUPPORT

A transformation from conventional paper-based procedures to a

computer-based implementation with VDU' s opens up a vast spec-

trum of possibili ties. The most obvious are, connected wi th the

facili ties which become available for on-line preparation,

edi ting, storing or retrieval of procedural material. A second

advantage is connected with the possibilities for administrative
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control which can be in corpora ted - for example, in recording

the usage of procedures. The third important feature is the

direct availabili ty of the process data base which can be ac-

cessed during the actual execution of procedures, checklists,

etc.

Other possibili ties for procedural support can best be dis-
cussed by means of an example and we have selected the startup

of a (PWR) reactor in order to illustrate:

- how long sequences can be structured.

- how a good overview of status canbe maintained - even

in the (usual) case of unexpected interruptions and holds

along the way.

- how appropriate information can be made available.

The model procedure used as a basis for the following embodies

approximately 50 major steps to move the system from cold shut-

down to 5-10% power and takes about 48 hours. A useful rep-

resentation for structuring this evolution - based on earlier

work with time-line analyses by Pedersen (10) - is shown in

Fig. 2 as a two-dimensional format in which the various sub~

tasks or sub-procedures are arranged vertically wi th respect
to time or order. Horizontally they can be löcated in different

ways - for example, depending on the startup phase. In Fig. 2,

they are distributed according to the sub-system to which they

are most closely connected. Another related possibility is to

distribute them by task category - i.e., monitoring of reac-

tivity balance; m6nitoring of heatup, cooling, ~emperature,

gradients, or rod maneuvering; etc. In ei ther case, one obtains
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a kind of high-level representation of the ordered set of sub-

procedures (defined by short textual descriptors) required to

take the system from one state to another under normal, pre-

scribed circumstances.

The use of color displays makes i t possible to code the text

identifiers in order to emphasize and clarify status. Thus back-

ground colors could be used to indicate such things as sub-pro-

cedure complete, in process, on "hold", has problem. In addition,

analyses of typical pròcedures indicate that sub-processes in

the system often are plant-paced; i. e., the operator ini tiates
a change via a sub-procedure which, after five minutes or three

hours requires that another sub-procedure be started. These

plant-paced sub-procedures can be coded, for example as shown

on Fig. 2 wi th a I I to serve as reminders to the operator.

The potential for a certain amount of flexibili ty is implici t
in the two-dimensional layout which could be interpreted to

indicate that sub-procedures along the same horizontal could

be performed in any order. The computer could ass ist as time-

keeper, status monitor and discrete constraint checker.

It 1s intended that this overall survey would be displayed on

one VDU. Through some form for operator selection (trackerball ,

cursor. . .) of a particular sub-procedure, the appropriate body
of text (or at least the first section of i t) would appear on

a second VDU as illustrated in Fig. 3. While no claims are made

he re for optimized ergonomie layout, any (sub) procedures should

have the generic structure shown in Fig. 4.
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VDU 2

PROCEDURE XXX - ENERGI ZE PRESSURI ZER HEATERS

PREREQUISITES: - N.G. SEE CHECKLIST C

(OR)

PREREQUISITES: OK

TEMPERATURE x x PLOTTER ZZ

PRECAUTIONS: WHEN RC TEMP REACHES 700 C,'

START RC PUMP (SEE PROCEDURE ZZZ)

REMINDERS
1750700 1220 RC TEMP

~+
/1

t-I . HOLD
l'

. RES TORE 

ZZZ yyy TTT PROCEDURE

Fig. 3. PROCEDURE DETAILS
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l CHECK INITCONDITIONS

OK

NOT
OK

-- START (LEFT LEG) DIAGNOSIS

SAVE STATUS
JUMP OUT OF PROCEDURE
START (LEFT LEG) DIAGNOSIS

Fig. 4..

In essence, this structure requires that every procedure start

with an interface specification with regard to the plant, the

operational environment, personneI, etc. in the form of con-

di tions, states, etc. which must be present in order for the

procedure to be carried out w~thout undesirable and/or unfore-

seen side effects, latent influences and the like. This implies

that the first statement says something to the effect that

"this procedure is intended to ..... under the conditions that

. . . .'. ". This leads to suitable checklists which .operator and
computertogether will "fill in" with the help of suitable

displays. Only then can the body of the procedure be carried

out. If the conditions are not satisfied, then a diagnostic

situation exists. These "checkpoints" represent good oppor-

tuni ties for clarifying responsibili ty. For example if the ac-

tual conditions match those specified by the writer of the pro-
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cedure, then he takes responsibili ty for the resul ts of i ts
subsequent (correct) execution.If not, then the operator has a

clear mandate to identify and correct the deviation.

The actions carried out in the body of the (sub)procedure should

consistently give rise to some form for feedback about the results

of the operation wi th respect to the specified cri teria. A third

VDU is for extra support - to check condi tions, monitor oper-

a tions, gi ve feedback via sui table displays of the plant. Refer-
ence to these displaya can be made oh VDU No. 2 as sho~n in con-

nection wi th the particular procedural step(s)'. See (11) on an

earlier proposal for a paper-based ~rocedure.

As mentioned earlier, "reminders " can be handled in various ways.

The example in Fig. 3 indicates that the reactor coolant tempera-

ture will start to rise now that startup is underway and that,

according to the plot at the bottom of the display, there exist

three tasks to be performed in connection wi th three levels of

temperature. Blink or other attention-getting means could be

incorporated for alerting the operator when these temperatures

are approached.

Thus the three VDU' s function as an integrated set of displays

(see Fig. 5) indicating, in the example chosen, the overall

status of start-up, details on the current (sub)procedure to-

gether wi t:h feedback information on the resul ts of checks,

maneuvers, etc. In the case of inappropriate or incorrect re-

sponses to any of the steps, the procedural, system could be

placed in HOLD while the required diagnosis was carried out

using the same set of VDU' s wi th (other) sui table displays to

assist in identifying the problem and determining the proper
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corrections. These, in turn, would be linked to appropriate pro-

cedures for carrying out the corrections and' these would be re-

trieved, supported and executed in the same way as the original

sequence. Upon their completion, the HOLD could be released and

the original procedure resumed..

Implici t in all of this is an adherence in the design to a sui t-

able set of criteria relating operator interactions with the

plant to requirernents for safety and reliabili ty. Among other

things, these include the concepts of error tolerance and re-

versibili ty.~ so that, in the case of errors in cri tical sequences,
recovery can be assured. As a last resort, the incorporation of

suitable interlocks and barriers wiiii be required.

CONCLUDING REMARKS

Since a procedure is, a kind of script to an author-created

situation, it would seem natural to require that its "performance"

be checked out by means of a dress rehearsal in the control room.

Even a "talk-through" or "hands-off" approach should be able to

pinpoint obvious discrepancies between procedure and equipment,

omissions, ambiguities, excessive demands, lack of feedback,

etc.
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i. INTRODUCTION

This paper
an optimal
operation

deals wi th the approaches undertaken by NERSA in order to get
man-machine interface design, 'both in normal and in aônormal
condi tions .

The main features followed are

- adoption of a control system allowing the easiest process control and
operating (this aspect has been presented recently in a paper at a
previous meeting, see ref. I, and wi 1 1 therefore not be exposed),

- design' of the control room according to the operational simulation data
and the control and instrumentation devices which are to be installed,

research of optimal operating procedures, mainly during load variations
and during abnormal operating condi tions,

- operator's training.

Before discussing about a few examples of the items seen belove, let us
remember the main features of the plant.

2. SUMMIZED DESCRIPTION OF THE PLAT

The plant of Creys-Malville has already been described in previous
papers (see ref. i and 2). This paper will therefore be restricted
to present the main features which have influenced the design concep-
tion of the control room and, more generally, instrumentation and
control :

2. i. Main characteristics

- the power evacuation during normal operation is provided by two
turbine groups, working in parallel (the symmetrical order is 2
for the conventional part of the plant),

- the power removal from primary circui t is assured by four secondary
sodium loops (the symetrical order is 4).
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- the connexion of the steam-generators to the feedwater and live
steam pipes establishes apressure equalization both at the inlet
and at the outlet,

- the sodium masses bring enormous thermal inertias (approxîmately
5600 MJ/oC for the primary circuit and 400 MJ/oC for each secon-
dary loop),

- the physical separation of electric supplies in the control room.

2.2. Main options of operating

Here we shall also discuss only the options that have an incidence
on the design of the control room :

- the control rods should be controlled manually by the operator,

- the four primary pumps should be at the same speed ; they should
also have a group speed set point ; the speed should always be
set manually.

These two options are safety-related.

normal (steady load) operation can be accomplished by only one
operator,

- an abjective for the plant 1S to be able to assure a 10 % range
of load fo llow.

3. CONTROL ROOM DESIGN

3.1. General design

Fig. 1 shows the lay-out of the control roam of Creys-Malville plant.

The first design basis criterion is to have a master contral boård

(BP : bloc principal) and a secondary control board (BS : bloc
secondaire). The two boards are face to face lacated : such a lay-out
complies with the option of operating with only one operator; it
also minimfzes his movements and allows hirn a camplete view of the
boards, wherever he might be in relation to them.
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The incorporation of a contro! device on the BP or the BS is made
merely with a functional concept :

- instrumentation required for normal operating (steady state and
daily load variations) is located at BP,

- instrumentation required for normal operating (start-up and shut-
down procedures) and abnormal operating is located at BS.

Both on BP andBS, the panels begin with reactor instrumentation and
progress through the heat transport systems to the turbine and electri-
cal generator system (see Hg. i again) .

3.2. Detailed design

The detailed lay-out of the instrumentation on the control boards
is issued from :

- the elementary systems related functional studies (not yet
completed) ,

- the plant simulation data : they are related to steady state,
load variations, start-up and shut-down procedures, and accidental
transients .

We should like to expose to you a few examples of the considerations
issued from this second point.

The plant simulation data which influenced the design of the control
room are :

- the real time hybrid simulation data, accomplished with the plant
simulator (see ref. 2),

- the accidental transient numerical simulation (see ref. 3).

3.2. i. Ib~_£!~~!_~i~~!~!~E mainly cons is ts of two components

- the hybrid computer,

- the on-line control board.
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The advantage of disposing of an on-line control board is that
the arrangement of instrumentation may easily be modified and
adapted to conclusions drawn from the simulation. The control board
being of modular conception, a quick modi£ication ismade possible.

We can say today that such a simulation has allowed us to de£ine
more precisely the master control board o£ the control room. It
has also indicated some principal information and its optimal locatioi
needed £rom the operator which we did not expect at the beginning
of the proj ec t :

A continuous pen recorder for the live steam outlet generator
temperature (TsV) located closely near the modules o£ the control
rods. This recorded measurement is required because the operator
'must keep the steam temperature as constant as possible while
handling the control rods and such an operation is somewhat diffi-
cult owing to the high thermal inertias.

- A digital indicator for the optimal sodium core outlet temperature
according to the load: it lets the operator know the speed with
which the control rods must be manipulated. It is mainly important
during load variations or consequently an automatic load runback.

A digital indicator for the optimal primary sodium pump speed
(as seen above, i t is always manual ly controlled by the operator).
The mode of operating in steady state of the Creys-Malville plant
establishes a law between primary and secondary pump speed as a
function of the load, in order to operate with a co re inlet
temperature approximately constant. This information is also
very important in case of automatic load runback.

The real-time simulation also lends support to the uti lization of the
following devices : (whose installation is being studied at present)

an indication giving the position of the three control rods regu-
lating the core sodium outlet temperature,

a display (by monitor) of the position of each control rod (this
informtion is already given to the operator by digital indicators).
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3.2.2. The accidental transient simulation d,ata let us draw the conclu-
šI;~-thãt-it-Iš-~;t-~~;;~ššãi;y:-f;i;-ã-š;dium cooled fast reactor
plant, to provide for an area of the control room reserved for

safeguard system and equipment.

This is a cònsequence of the high thermal inertia of sodium. which
affords the operator suffiçient time before beginning protective
procedures.

Furthermore, we shall note that the systems allowing to maintain
the unit in safe condition during hot shutdown after an accidental
condition and especially the decay heat removal systems, are in
service during normal operation condi tions (l ike the primary
tank wel 1 cooling circui t, always in service, or the Na-Air exchanger
On secondary circuits in service during every cold shutdown).

These considerations lead us to conceive of a very simple emergency
control board outside the control room ; in case the latter is not
available, on it there are no actuator switched devices, butonly
some indicators or alarm disp lays. The manual operation and protec-
tive actions on the actuators are carried out from the swi tchgear
room located in the two electrical equipment buildings.

The functional analysis of the safety related systems has further
corroborated this choice.

3.3. Operator-process interface design consideration

The interface between the operator and the plant in the control room
will be designed according to :

the computer genera ted visual displays,

- the traditional control equipment.

3. 3. i. Ç~~E~!~E~

Two computers have a colour display monitors as interface with the
operator :

- The "TCI" computer (Complementary Data Acquisition System:
Trai tement Complémentaire de l' Information) : this provides a,
major portion of the information needed by the operator during
normal and accidental operation :
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. the status of each system of the unit,

. the alarm (no t safety-rela ted) di sp lay,

. some synoptical diagrams of the main syste~s, with associated
analogical and digital information displayed. A blowup of the
diagram is also possible.

- The "DDDC" computer (Detection and Diagnosis of Core Halfunctions
"Détection et Diagnostic des Défauts du Coeur) : it gives to the
operator the co re status (thermal and nuclear flux maps, control

rod diagram) .

3.3. 2. ~l~~_Q~~El~Y_Q~~~~~~

As an examp le of the research of a good interface between the ope-
rator and the plant processes , let us discuss the approach we have
had about the alarm display cri teria.

The alarm display devices in the control room are

the CRT, located both in the BP and in BS panels, associated
with the computers,

- the conventional alarm annunciator windows,

The alarms or information are classed in four annunciation cate-
gories, related both to the delay required and the kind of protec-
tive action. (Cf. Table I).

- the lamps located on the actuator switch modules.

The information to the operator must comply with

- simplicity and ease of understanding, in order. to increase the
probabi li ty of the opera tor' s taking the correc t ac tion,

- reliability, related to the importance of the information. ,

So, the fo 1 lowing measures are provided

- Alarms shall be presented only once
to avoid multiple acknowledgements
the category i alarms.

to the operator, in order
this option affects also
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- Alarms shall be presented to the operator on the control panel
where he must begin the protective action and where he disposes
of all useful information to take correct action.

- Alarms shall be presented consistently with the real 'condition
of the plant and if it has not been delivered in a previous
display (e.g. low oil pressure must not be presented when the
pump is not operating).

The arragements of the switches on panels (horizontal part) are
provided with a modular conception ; each module is 24 x 28 mm.

Table 1 presents the synthesis of the previous considerations.

3. 3. 3 . ~i~~EEl~~l_l~E~gE~E~~_E~~e i ~

This conception allows for a functional grouping of both switch
modules and indicators, in order to improve the operator' s ability
for protective action, both in delay and in efficacity.

The study for a good arrangement of the modules 1s carried out
by means of a full scale wooden model of the contro i room ; the
grouping of control devices may be easily conceived by the use
of stickers or magnetized models of the devices.

The safety requiremenè of physical separation and the choice of
a control hierarchy limited to elementary systems. suggest
that in practice synoptics be related to one elementary system.

4. RESEARCH OF OPERATING PROCEDURES

In fact. during this transient, the operator has to handle (see page 2).

The researchof operating procedures has been accomplished, as previoulsy
mentioned, with the real time plant simulator. in order to be able to take
into account the opera tor' s behaviour and his reac tions.

A special effort has been made about the load variation procedures. because
keeping the steam temperature constant at 4900 C is the main difficulty
in normal opera ting.

- the secondary pumps. group controiied (if they are notautomaticaiiy
contro 1 led) .

- the 21 control rods. individually,

- the primary pumps. group control led,
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Furthermore, a few considerations to be taken 1n account are

- As a consequence of sodium' s thermal inertia, the effect of the control
rod ini tiated power variatIon is "seen" in the s team generator only after
a relatively long delay.

r----
i

i___J

- The secondary pumps (automatically or manually controlled) and, the feed-
water pumps (automatically cöntrolled), vary the sodium and water flows
according to the load set point and therefore they cannot take into
account the inertia of the sodium.

The following schematic diagram shows the essential of these conside-
rations in the case of a load increasing (qualitative scales) :

~ · C/
CD

i

I

_ _ __'.J
I

I
ir---I

I

i

r- - __-L
I

o

oaDelay resulting fr.om

thermal sodium inertia

£;

t:
~ Increasing ofthermal power (control rod initiated)

o Sodium flow in steam generator

(2 Feedwater to steam generator

~ Increasing of thermal power 1n the steam generator

~ Live steam temperature
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The higher the load change rate, the greater the problem (hence the
fall in steam temperature). There are not many difficulties at a rate of
i,5 7./mn, but at 5 7./mn they are important.

As a result of the simulation, quite simple operating criteria could be
given, assuring good plant characteristics :

indi vidualcontrol. rod action of only about 1 cm,

limited primary flows step (~2,5 7.).

power increasing anticipation in relation to the load set point,

The simulation has also shown the core burn-up effects on the operator' s
possibilities and, so, on operating instructions. In fact the efficiency
of control rods at the end of the core i s life is a lot less than at the
beginning (a factor 3 is expected) and so the operator has to control
them much more often.

5. OPERATOR TRAINING

The operator training program will start in i 980
isone of a three phases complex including :

this training program

- l~!_E~~~~ : ~~l~~!i~g_£~_!~~_~E~E~!~E~ which is based on minimal know-
ledge criteria ; the desired characteristics for this kind of candida te
are : being a technician wi th several years experience in a nuclear
plant operating shift or possibly in a thennal plant.

- ~~~_E~~~~ : ~E~E~!~E_!Eai~i~g, comprises a basic program which ís
necessary for everybody and a variable program depending on the initial
knowledge level of eachof the operator under training as well as
improving for particular subj ec ts.

- ~E~__E~~~~ : 9.~~li£i~~!i£~ which is the nonnal issue of the initial
selection and training program, the decision is based on continuous
assessment during all the training sessions.

These three phases are shown on the table number 2.

In. the following, we give some comments on two essential parts of the
basic training program :
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- !E~~~~~~_£~_!~~_El~~!_~~~~l~££E initial program includes two sessions

. the first session treats the norml operating conditions (start-up,
shut-down, operating with only one turbo-alternator...)

. the second session treats ~he incidental or accidental situations

(acceleration or run-down of primary or ~econdary sodium Plmps, trip
of main feedwater pump...)

The preparation of these sessions has to allow for the inexact repro-
duction by the simulator of the real operator-process interface.

- Q~:~~!~_!E~~~~~~_~£E_~_~~!~~l~~-~~~~l~~g~-~~- E~~_ll~~!

This training comprises the detailed s tudy of components, circui ts and
automatic systems as weIl as all the written instructions and procedures.
This on-site training represents the longest part of the basic training
program ; it is essentially directed by the team of engineers operating
team of the plant. The possible creation of a computer assisted learning
sys tem is now being considered for ini tial and in service operating
training.

REFERENCES

Ref. 1 - The Control System adopted for Super-Phenix reasons for choice
and evaluation of performance by MN. DECUYPER/SKULL/HERY/
HENNEBICQ/ACKET - I.A.E.A. Meeting on "Nuclear Power Plant Contro
and Instrumentation - WIEN, 1978.

Ref. 2 "Incidence du sui vi réseau sur le coeur et les composants des
circui ts sodium de Super-Phenix" by ~m. DECUYPER/REYNAUD/QUINTON/
ACKET - I.A.E.A. Meeting on Nuclear Pow€r Plant Control problems
Associated with load following an network transients,
CADARACHE, 1 977



T
A

B
LE

 I

A
s
s
i
g
n
m
e
n
t
 
o
f
 
A
n
n
o
u
n
c
i
a
t
i
o
n
 
C
a
t
e
g
o
r
y

A
nn

ou
n-

L
o
c
a
 
t
i
o
n
 
o
f

L
oc

at
io

n
R

eq
ui

re
d

ci
a 

tio
n

D
e
f
i
n
i
 
t
i
o
n

T
yp

e
Pr

ot
ec

tiv
e

C
at

eg
or

y
A

ct
io

n
H

ar
dw

ir
ed

C
R
T
 
D
i
s
p
l
a
y

T
y
p
e
 
w
r
i
t
e
r

w
in

do
w

B
P

B
P

si
ng

le
B

S
B

S
A
n
n
o
u
n
c
i
a
t
i
o
n
 
r
e
q
u
i
r
i
n
g
 
a
n

i
i
m
m
e
d
i
a
t
e
 
r
e
a
c
t
i
o
n
 
o
f
 
t
h
e

(r
ed

)
B

P
B

P
B

P
(d

et
ai

l)
op

er
at

or
gr

ou
p

B
S

B
S

B
S

(
d
e
t
a
i
 
1
)

2
A
n
n
o
u
n
c
i
a
t
i
o
n
 
a
l
l
o
w
i
n
g
 
a
 
m
a
j
o
r

B
P

B
P

(y
el

lo
w

)
d
e
l
a
y
 
f
o
r
 
t
h
e
 
o
p
e
r
a
t
o
r
'
 
s

si
ng

le
B

S
B

S
re

ac
tio

n
or

A
n
n
o
u
n
c
i
a
t
i
o
n
 
o
n
l
y
 
i
n
f
o
r
m
i
n
g

B
P

B
P

B
P

(
d
e
t
a
i
 
1
)

3
t
h
e
 
o
p
e
r
a
t
o
r

(n
o 

ac
tio

n
gr

ou
p

B
S

B
S

B
S

(d
et

ai
l)

(
w
h
i
 
t
e
)

re
qu

ir
ed

)

A
n
n
o
u
n
c
i
a
t
i
o
n
 
o
f
 
f
a
u
l
t
s

in
i t

ia
tin

g
a
u
t
o
m
a
t
i
c
a
l
 
r
e
a
c
t
o
r
 
s
h
u
t
d
o
w
n

si
ng

le
-

B
P

4
o
r
 
p
o
w
e
r
 
r
u
n
b
a
c
k
 
(
w
h
i
c
h
 
a
r
e
 
t
o
 
b
e

(g
re

en
)

su
pe

rv
is

ed
 b

y 
th

e 
op

er
a 

to
r)

gr
ou

p
-

B
P

B
P

(d
et

ai
l)

B
P
 
:
 
M
a
s
t
e
r
 
c
o
n
t
r
o
l
 
b
o
a
r
d

B
S
 
:
 
S
e
c
o
n
d
a
r
y
 
c
o
n
t
r
o
l
 
b
o
a
r
d

C
P N 0"



- 827 -

Table 2
OPERATOR TRAINING PROGRA

SELECTION based on minimal knowledge cri teria

____________ __________________________________________________~---_____________________1

t/
H
;:
~
.i
H
0
~

rn 0
.c 0
¿J co
c
::0 0
i= ¿J

0 0
(" , 0("
¿J
::
0 e,. 0
co H

4-
aI
i=

"M
E- ~i:

C-0i:
p.
C-
ZH
ZH
~
E-

o to
200 hours

Variable training depending on the initial
knowledge level

200 h Learning session on fast breeder reactor

100'h Theoretical and practical training session
on sodium

400 h
On-site training : knowledge of the plant

(components, circui ts, automatic sys tems)

50 h Training on simulator normal operating situations

100 to.
200 h

On-site training on radioprotection, safety and
quali ty organization

120 to
160 h

Practical session on Phenix plant

300 h
On-si te training
and procedures

study of written instructions

50 h Training on simulator
situations

incidental or accidental

o to
200 h

Improvement (technical subjects or study of
teaching)

------------- ----------------------------------------- ----------------------------------

QUALIFICATION
Based essentiallyon continous assessment during
all the training sessions

._---- ------------- ---------------------------------------------------------------------------

START UP
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FIG.1 CONTROL ROOM
GENERAL LAY-OUT
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SUMMARY

The tec11101 og ical pO\,¡er of computcl' s h8 S Tap idl y incrcased

since 1976; hOìJeVer, thc issucs of 1976 centering upon t11e

dctectian of software errors are still withus. Virtually DO

progress has been made in proving that software errors absolutely

do 01' da not cxist. The rapidly rising demnnd for the reductioil

in the probability for human error cannot be met without
,

extensive use of computers for control and safety related

functions. The software error issues of 1976 must be resolved

if we are to significantly reduce human error..
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COMMENTS

The state of computer technology has rapidly moved forward

since the May 1976 IAEA/NPPCI Specialists' Meeting on the

Application of Computers in Protection and Control wi th an

increase in the power of computers and computer-type

dcvices. The technology is continuing to be very attractive to
designers a1though there has been a broader recognition that the

cost of program development is a major cost consideration that has

made a number of proposed app1 ica tions una ttracti ve.

New app1ications of computers to safety and contro1 problems

fiave been slowed or virtually haI ted since 1976 for the fo1lo,ving

reasons:

1) There have been no pressing safety issues that computer

techno10gy wou1d sol ve better than other more cost

effective technique.

2) I,icensing computer systems fOT safety or safety re1ated

functions has been a most difficul t task.
3) There has been no visible demand in thc nuclear plant

market for computcrized safety related functions.

Thc work on computer appl ications to safct~ rclated

fuiictions has continued in a few research organizations prin-
cipal1y in areas that were under deve10pment prior to 1976.

But, in spite of the attractiveness of some of these programs ,

thcre has been 1ittle or no interest shown in implementing

these developments in operating p1ants.
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The future outlook for computer i zed safety and control

functions in the USA may bc determined by the rcquirements

coming out of the TMI-2 incident. Thc general belief is that

t~e emerg ing demands for human factors accountabil ity, the

human engineering of control roams and the use of complex

systems to direct the operator and control the plant will continue

into the future.

The belief also exists that these demands, all directed

toward el iminating human error, cannot be satisfied without

the extensive util i za tion of co~puter technology. The functions

that must be computerized will, in many cases, be considered

safety related which will raise the old issues of 1976,

computer and software rel iabil i ty.

T)ic investigations into techniques for verifying that
absolutely no errors cxist il1 a software program have not been

encouraging. I undorstand that IIalden has recently conc1uded

an investigation into software error detection with disappointing

results. T110 Electric Power Research Institute also has a

validation study underway but It is too early to draw any

conclusions about their work. Wbrldwide, little or no progress

has been made in the developmcnt of software error detection

techniques or methods since 1976.
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Structured programming, the organization and control of all

thc programming activities during the software development

process, was proposed by Halden and others by 1976. This approach,

assuring a low probability of software errors, is now widely

accepted as the best way of assuring reliable software. It

is my opinion that if we are to meet the near term and future

demands for reducing human error we must increase our dependence

and confidence in computer technology and this requires that we

quickly arrive at aresolution of the software error issue.

I suggest that the regulatory authorities may have fallen

into the trap of looking too much at the possible effects

of software errors instead of thc probable existance of software

errors and their probable effects.

I suggest that tlie entirc matter should be reviewed specificaiiy

for human orror reduction appl ication s. In such a review, the

probability of human error and its consequences should be

weighed against the probability of computer errors and their

consequences in the proposed apnlication. If the two risks are

judged in the proper context it is entirely possible that we

will be released to move rapidly ahead wi th safety related

computer applica tions directed toward the reduction of human

error.
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